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Abstract

Self-training allows a network to learn from the predic-
tions of a more complicated model, thus often requires well-
trained teacher models and mixture of teacher-student data
while multi-task learning jointly optimizes different targets
to learn salient interrelationship and requires multi-task an-
notations for each training example. These frameworks, de-
spite being particularly data demanding have potentials for
data exploitation if such assumptions can be relaxed. In
this paper, we compare self-training object detection under
the deficiency of teacher training data where students are
trained on unseen examples by the teacher, and multi-task
learning with partially annotated data, i.e. single-task an-
notation per training example. Both scenarios have their
own limitation but potentially helpful with limited annotated
data. Experimental results show the improvement of per-
formance when using a weak teacher with unseen data for
training a multi-task student. Despite the limited setup we
believe the experimental results show the potential of multi-
task knowledge distillation and self-training, which could
be beneficial for future study. Source code and data splits
are at https://lhoangan.github.io/multas

1. Introduction

Besides the impressive capability in solving complicated

problems, deep learning is well-known for being compu-

tationally expensive and highly data-demanding. The for-

mer, due to the complex architectural model, limits the de-

ployment on low-capacity edge devices while the latter con-

strains its generalizability and robustness.

The data scarcity problem is mostly due to expensive an-

notating efforts as raw unlabeled data are practically every-

where [4, 15]. Thus amelioration is often studied under a

different training paradigm such as self-, weakly- or un-

supervised learning. Self-training is a weakly-supervised

method based on knowledge distillation or teacher-student

models [9]. The idea is to train a network, called student

using the combination of the same labeled data, with which

a (usually) more cumbersome teacher network is trained,

and new unlabeled data whose pseudo-labels are provided

by the teacher’s predictions.

Self-training typically assumes that the same training

data of the teacher is part of the student training set [29,37]

and a sufficiently-trained teacher model can perform gen-

erally well on unseen data, making fewer errors than cor-

rect predictions [29]. However, the teachers’ training data

are not always available but only the teacher’s pre-trained

weights due to copyright issues or confidentiality con-

cerns [23, 26]. To put an emphasis on the limit of train-

ing data, in this paper, we consider the deficiency scenario

where the teacher is trained on small amount of data and

that the student training data have not been seen by the

teacher, i.e. the teacher-student training sets are disjoint.

On the other hand, multi-task learning assumes that si-

multaneously optimizing multiple related targets for the

same input helps the network to extract common features,

learn salient interrelationships, and improve performance.

Such assumption is usually perceived as demanding and put

extra burdens to data preparation as it multiply the required

annotations by the number of tasks and thus multiply the ef-

forts to maintain training set with consistent annotations for

all tasks. In the context of limited data, we consider the mul-

titask partially annotated scenario [17], where each task an-

notation sets are disjoint, i.e. each image is annotated for a

single task and there are no images containing both-task an-

notations. This setup is data efficient and would be an alter-

native method to ameliorate data scarcity if a network could

exploit task interrelationships to improve performance with-

out requiring all-task annotations per data example.

The contributions of the paper are as follows. (1) We

extensively study the performance of standard object detec-

tion with self-training under limited annotated data. The sit-

uation is studied together with feature-imitation knowledge

distillation as a way to mitigate the lack thereof. The stu-

dent’s performances with respect to deficient teacher’s train-

ing status are observed by gradually reducing the training

size. (2) We briefly examine cross-task scenarios between
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object detection and semantic segmentation for knowledge

distillation where the teacher and student are trained for

different but related tasks. (3) We evaluate the multi-

task framework under partially annotated scenario for data

exploitation and show the usefulness of combining both

framework to improve the network performance. Although

the paper does not provide novel architectural contribution

or improvement over state-of-the-art we believe the pro-

vided experimental results are important for insights and

understanding on possible approach for data scarcity.

2. Related Work
2.1. Knowledge distillation

The idea of knowledge distillation (KD) is based on the

separability of the training and inference process. Conse-

quently, a network can learn from the outputs of a larger

model and get improved without complicated modification

in deployment. Since the pioneering publication of Hin-

ton et al. [9], it has attracted various studies and more under-

standing was obtained: “a good teacher is patient and con-

sistent” [1], an intermediate-sized teaching assistance net-

work helps better when the complexity gap is large between

the teacher and student [25], and how knowledge distillation

can be applied in a self-supervised context with contrastive

loss [31], etc.

On the one hand, knowledge distillation has been studied

to accommodate task-oriented information such as object

localization [35], background-region knowledge [7], and

teacher-student agreement [34] for object detection, object

detection in remote sensing data [13], or multi-task depth-

semantic segmentation knowledge distillation [16], etc. On

the other hand, it is at the core of the self-training paradigm

which seeks to expand networks’ learning capacity using

unlabeled data. The idea is that a (student) network can

be improved by training with the predictions of a pre-

trained larger (teacher) network on unlabeled data points.

For object detection, Radosavovic et al. proposes a data-

distillation model [29] which feeds various transformations

of an unlabeled input image to a well-trained teacher and

uses the prediction ensemble to train a student network.

Similarly, Zoph et al. [37] studies the interaction between

training methods and data augmentation and compares self-

training against pre-training using unlabeled ImageNet im-

ages. Diverging from the previous work, we explore the stu-

dent network performance with respect to deficient teacher

training data and examine the behavior of feature-imitation

knowledge distillation in combination with self-training un-

der such condition.

2.2. Multi-task learning

The main target of multi-task learning is to infer simul-

taneously various aspects of a single input image. The gen-

eral idea is that the features for predicting each aspect or

task of the same image should be overlapping, and by op-

timizing them in the same model, using techniques such

as attention mechanisms [21] or gating strategies [2], the

network can pickup the interrelationships that benefits and

complements one another [18, 24]. Different task combi-

nations would require different approaches to bring out the

shared information the tasks [3], inspiring different cross-

task studies [24, 32].

Attempts have been made to relax the requirement for

joint annotations of all tasks as they put extra burdens to

data preparation. Semi-supervised learning methods such

as [5, 10] lessen the data dependency and allow learning

from unlabelled data, yet all-task annotations per training

sample are still required.

Multi-task partially learning, where each input image

is annotated with only one of the tasks has been studied

by Li et al. [17] for spatially dense tasks such as seman-

tic segmentation and depth prediction. The dense annota-

tions of one task are projected to a joint task-space and pro-

vide supervised signals for training the other task. This ap-

proach, however, is not immediately applicable for sparse-

annotation task such as object detection in this paper.

3. Implementation
We follow the setup and architectures described by

Zhang et al. [34] for knowledge distillation and perform ex-

periments on the ResNet family. We employ the ResNet50

(in place of the ResNet34) backbone with PAFPN [22] neck

for teacher and ResNet18 backbone with FPN neck for stu-

dent. The first max-pooling layer of ResNet is removed as

in ScratchDet [36] and the context enhancement module is

added as in ThunderNet [28]. The parameter ratio between

the teacher and the student is 1.61.

For object detection, the Retina-style [20] prediction

head is employed following [34] with number of convolu-

tion blocks reduced from 4 to 2. The intermediate feature

channels are set to 256. The detection head includes 2 iden-

tical sub-networks (except for the last layer) for localization

and classification.

The multi-scaled FPN features are aggregated for seman-

tic segmentation using the module by Kirillov et al. [12].

The features at each scale are passed through a sequence of

convolution and 2x-upsampling modules until being one-

fourth of the input size. The subsequent feature maps

are element-wise added and upsampled to the input size.

The intermediate features are all 128-channel. The regular

cross-entropy with softmax loss is employed.

The supervised training of the teacher and student model

is performed by the regular object detection losses, includ-

ing the balanced L1 loss for bounding-box localization [27]

and the quality focal loss [19] for classification. The teacher

is also trained with mutual guide matching [33], instead of
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Figure 1. Teacher-student data splits with overlapping data. Con-

tinuous lines indicate availability of annotated ground truths while

the dotted lines indicate the lack thereof.

the regular intersection-over-union thresholds for a boost of

performance. The student self-training is performed by soft
supervised loss with the target given by a teacher network:

bounding-box localization uses the same balanced L1 loss

while classification uses focal loss [20] multiplied by 5e3 to

be in the similar range with localization1

For feature-imitation knowledge distillation, the feature

maps after the neck layers are used (cf. [34]). The KD

losses to be studied include (1) the trivial Mean Square Er-

ror (MSE) between the teacher’s features and the projected

maps of the student’s, (2) the PDF-Distil [34] measuring

teacher-student disagreement, and (3) DeFeat [7] distilling

foreground and background regions separately.

For optimization, each task branch is trained alternately

every iteration: (1) After a mini-batch of input images with

single-task annotations is passed through the network, the

loss function(s) of the corresponding task is computed and

back-propagating gradients through the task branch and the

shared encoder; (2) a mini-batch of the other-task images is

passed through immediately in the next iteration; (3) only

after mini-batches from both tasks have been fed in and

gradients accumulated are the network parameters updated.

Each experiment is trained for 70 epochs with early stop-

ping using the validation set.

4. Experiments
4.1. Datasets

Unless stated otherwise, we follow the conventional split

of the Pascal VOC [6] dataset that keeps out the test split

(4,952 images) of the VOC07 set for validation, and uses

the rest, training and validation split of both VOC07 and

VOC12 set (16,551 images) for training [34]. We also

1The weight is hard-coded and is the same for all self-training experi-

ments based on the initial loss values of localization and classification (e.g.

1.25 and 0.0002-0.0003, respectively), without being exhaustively tested.

VOC

Model AP50 AP75 mAP

Teacher 80.18 63.58 58.24

Supervised 77.14 54.23 51.08

+MSE 78.42 57.18 53.40

+PDF 78.97 57.67 54.18

+DeFeat 78.86 58.15 54.30

Self-trained 79.95 60.06 55.64

+MSE 79.51 60.61 55.53

+PDF 80.10 61.22 56.47
+DeFeat 79.57 60.78 55.84

VEDAI

AP10 AP25

81.04 80.91

74.85 74.85

73.23 73.19

75.66 75.63

75.90 75.90

76.71 76.69

75.19 75.19

78.58 78.57
74.32 74.32

Table 1. Comparing supervised students trained on a half training

set (indicated by ) with self-trained students using only teacher’s

predictions on the full training set (indicated by ). The teacher’s

performance is added for reference.

show the results on the aerial vehicle detection VEDAI

dataset [30] for the first experiment. The VOC evaluation

metric for object detection is employed, including AP50,

AP75 and mAP [6]. For VEDAI, we report results on AP10

and AP25 due to the very small-sized objects, following the

suggestions of [14]. The IOU score [11] is reported for the

semantic segmentation task. A detailed training split for a

specific experiment will be described at each experiment.

4.2. Self-training for data exploitation

In the first experiment, we confirm the usefulness of a

teacher with unseen data points, and consequently the idea

of self-training. In particular, we withhold the annotations

of a half of the training set and train a supervised teacher
network using the other half . For the student, two cases

are compared, being trained (1) with the half annotated

data as the teacher’s using the available annotations (hard

labels) and (2) with the entire training set using only

teacher’s prediction (soft labels) (Fig. 1A).

The results in Table 1 shows that using soft label of the

full dataset with possibly noisy soft labels is more bene-

ficial than using less data with ground truth targets. PDF

distillation shows superiority for self-trained methods while

DeFeat distillation is better for supervised methods.

The following subsections show ablation studies with the

reduced sizes of the available training set, weakening teach-

ers performance and subsequently the self-trained students.

Reducing supervising data

Following up from the previous experiment, we study the

student’s behavior with different ratios of seen and unseen

data by the teacher. In particular, we reduce the available

annotations from a half to a quarter and an eighth
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Figure 2. Various scenarios of teacher-student disjoint subsets

Teacher 58.24 53.11 46.42

Supervised 51.08 47.16 39.82

+MSE 53.40 48.88 41.83

+PDF 54.18 50.13 42.81
+DeFeat 54.30 49.54 42.19

Self-trained 55.64 51.82 46.59

+MSE 55.53 51.41 46.21

+PDF 56.47 51.93 46.59
+DeFeat 55.84 51.47 46.02

Table 2. Comparing mAP of supervised students trained on an-

notated data of various size indicated by the column headers ( a

half, a quarter, and an eighth of the original VOC07-12 train-

ing set) with those self-trained using only the teachers’ predictions

on the full training set . The teachers, whose performances are

shown for reference, are trained using the same partial subsets in-

dicated in the column headers.

of the overall training set (Fig. 1B,C), thus increasing the

uncertainties of the teacher’s predictions used as soft labels

for training the student. The results are show in Table 2.

Reducing the amount of annotations results in weaker

teachers and, consequently, decreases the general perfor-

mance. While the supervised students suffer from the de-

cline of available annotations, the students self-trained with

the teacher’s soft labels can maintain its performance on par

with or even surpass its teacher which has 1.6x more param-

eters and was trained in a fully supervised way.

Self-training in the absence of teacher training data

In this section, we study the student’s performance in the

complete absence of teacher’s training data. While the

teacher training split are kept the same as in the previous

experiments, the student is trained on disjoint subsets as

shown in Fig. 2. In Table 3, we compare the students self-

trained on the same second half subset using teachers

trained with various disjoint subsets (Fig.2A, B1, C1).

Teacher 58.24 53.11 46.42

Supervised 51.08 47.16 39.82

Self-trained 52.86 49.63 45.09

+MSE 53.83 49.72 44.85

+PDF 54.26 50.64 45.63
+DeFeat 53.58 49.90 44.54

Table 3. mAP of students self-trained on unseen data by various

teachers as in the previous experiments (column headers). The

students are self-trained using the same second training half .

It is trivial that the weaker the teachers, the less perfor-

mance the students and the general performance is lower

than that of the previous experiment as the teachers could

not generalize well with unseen data points. The feature

distillations still show the benefit, especially PDF, bringing

the performance closer to the teacher’s level.

Increasing student unlabeled data

In this experiment, we increase the student unlabeled train-

ing data using the complementary subset with the teachers’

as shown in Fig. 2B2, C2. For the sake of completion, we

also include the performance of student trained on the 3-

quarter subset while the teacher is trained on the first

1-eighth .

From Table 4, there is a gradual diminution in the stu-

dent performance along with the shrinkage of the teacher’s

training size despite the expansion of the students’ training

size, showing the importance of targets’ accuracy and, sub-

sequently, the teacher generalizability. Interestingly, a small

reducing of the teacher training size, from to for the

same student size , results in a large gap in the student

performance, suggesting a toleration threshold for data de-

ficiency of the teachers. The use of knowledge distillation

also helps improve the student performance, even to surpass

the teacher.
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Teacher 58.24 53.11 46.42 46.42

Supervised 51.08 47.16 39.82 39.82

Self-trained 52.86 51.23 46.28 46.23

+MSE 53.83 51.15 45.98 46.24

+PDF 54.26 51.34 46.44 46.53
+DeFeat 53.58 51.02 45.94 45.99

Table 4. mAP of students self-trained on unseen data by various

teachers. The students’ training sets are disjoint with the teachers’:

student on the second half and teacher on the first half , the

last 3-quarter and the first quarter , the last 7-eighth and

the first eighth , etc.

Teacher 68.29 71.12 72.40

(no KD) 40.58 40.58 40.58

+MSE 42.54 42.55 42.91

+DeFeat 43.62 44.23 44.73

(no KD) 47.41 47.41 47.41

+MSE 48.53 49.04 49.36

+DeFeat 48.79 49.56 49.79
Table 5. Object detection performance with knowledge distillation

(KD) from various semantic segmentation teachers. The teachers

are trained with disjoint semantic sets of different sizes and ,

and a larger set overlapping with the student training set .

The teachers’ IOU scores are provided for reference. Although

the teachers had not been trained on the same data nor the same

task with the students, the results with knowledge distillation are

constantly better than without by large margins.

4.3. Cross-task knowledge distillation

So far, the teacher and student are both trained for the

same task of object detection. In this experiment, the idea

of cross-task KD is studied. In particular, we train a teacher

for semantic segmentation and observe if a student network

could be benefited for object detection.

The segmentation teacher uses the same architecture [34]

with the detection teacher’s as in the previous sections

and has the detection head (localization and classification)

replaced by an FPN segmentation head [12]. Feature-

imitation KD is also done using the neck features as be-

fore. However, since the teacher’s segmentation prediction

is not immediately compatible with student’s object detec-

tion output, the PDF-Distill method [34] cannot be applied

and only the results for +MSE and +Defeat are reported.

The student detection is trained using hard labels from its

respective training sets.

We follow the common practice for training semantic

segmentation on Pascal VOC and include the extra semantic

annotations provided by SBD [8] to the training set. All the

training images are randomly sampled into 2 subsets, one

for detection whose semantic annotations are held back

Detection Segmentation

Teacher 44.73 -

Supervised 38.93 -

pretrained on 39.11 -

Self-trained 39.22 -

pretrained on 39.71 -

Self-trained 42.09 -

pretrained on 42.63 -

Multitask 42.35 67.41
pretrained on 41.75 65.11

self-training DET 41.26 71.38
pretrained on 42.67 69.83

+ PDF 43.26 68.36

Table 6. Compare and combine self-training with multi-task learn-

ing on partially annotated data for object detection and seman-

tic segmentation (i.e. each image is annotated with only a single

task). Despite not using any hard ground truths during training,

self-training improves performance over the small-size supervised

training. Extra data from semantic-segmentation subset provide

further boost by large margins for both settings. Combining both

setups and knowledge distillation see further improvements, on

par with the larger network (teacher). The semantic segmentation

performances are included for the sake of completeness.

or not available and the other for semantic segmentation

whose bounding-box annotations are withheld, resulting in

7,558 and 7,656 respectively. Half of the detection images

are further withheld to simulate the little annotated data sce-

nario . For validation, the originally provided validation

set for semantic segmentation with both task annotations are

used with 1,443 images. The six images with only semantic

segmentation are excluded from validation.

From Table 5, the students with knowledge distillation

perform better than those without. Imitating features of

a teacher, despite from different task topology, and being

trained with few or many, seen or unseen data, show benefit

and correlation to the student performances.

4.4. Multi-task learning for data exploitation

Following the discovery in Sec 4.3, in this experiment

we explore the possibility of using multi-task learning as

data exploitation. In particular, the problem is formulated

under the partially annotated data setting, where each image

is annotated for only a single task, i.e. the annotated image

sets of the two tasks are completely disjoint.

Self-training without provided annotated ground truths

using the whole detection subset and all images (detec-

tion and segmentation subsets) are shown, with option-

ally pre-trained on the available detection ground truths .

The results comparing self-training on available data and

multi-task learning are shown in Table 6. Agreeing with
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previous studies, despite not using supervised ground truths,

self-training improves results over small data-size super-

vised training, with large margins when the training data

are expanded to cover also the semantic segmentation sub-

set. Multitask learning seems to perform on par with self-

training with the extra advantage of having also semantic

segmentation prediction. Surprisingly the combination of

both does not immediately yield better performance. We

speculate that the mismatching due to possible errors in

pseudo detection labels from self-training and ground truth

semantic segmentation leads to difficulty in learning task

interrelationships. Adding PDF-Distil knowledge distilla-

tion which disentangles features using prediction agreement

shows further improvement.

5. Discussions and Conclusions
The paper performs extensive experiments on knowledge

distillation under the self-training paradigm for object de-

tection and compare with the partially annotated multi-task

setup where extra data with only semantic segmentation

annotations are used. In the scarcity of annotations, self-

training from an ill-trained teacher on unseen data points

shows constant favors over full supervision. Knowledge

distillation, especially PDF-Distil for object detection, can

further improve the performance even when the teacher is

trained on a different task while multi-task training shows

improvement with large margins, further boosted when

combined with feature-imitation knowledge distillation.

Each setting, however, has its own limitations. While

multi-task learning depends on the relationship between the

two tasks and the available annotations for each member

task, self-training is bound by the teacher’s performance.

One common problem of both setups is the domain gap

between the target and extra data. The paper assumes the

same domain of the extra data used for both self-training

and multi-task learning, i.e. Pascal VOC data, so that the

teacher in self-training would still perform reasonably with

new data and multi-task networks could learn similar con-

cepts in both tasks. Depending on the gap between student-

teacher domains, self-training would break down and multi-

task learning would have difficulty in learning the salient in-

terrelationship. This is out of scope of the paper and could

be a potentially study for further data exploitation.
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