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Abstract

Conditional inpainting is the challenging task of gener-
ating images that fill in specific regions of an image while
preserving the surrounding details, based on an arbitrary
binary mask and a specified condition (e.g., text or image).
Existing methods for conditional inpainting often struggle
to preserve the appearance of the user’s subject in the in-
put images and can be computationally expensive to tune
for each new condition. In this paper, we propose a novel
approach to conditional inpainting that combines an Image
Guided Inpainting model with a Denoising Diffusion Prob-
abilistic Model (DDPM). Our approach trains the DDPM
model using a small number of user-provided images, en-
abling users to insert a subject into any scene even if the
poses and views were not present in the tuning data. We
also propose a parameter-efficient method for training the
DDPM that preserves its core performance while reducing
the number of retrained parameters. Our experimental re-
sults demonstrate that our proposed approach outperforms
existing methods in terms of both reconstruction quality and
computational efficiency, making it well-suited for use in
low-resource environments. Overall, our approach offers a
valuable baseline for future research on guided inpainting
and personalization.

1. Introduction
Providing personalized user experiences has emerged as

a new marketing strategy in many domains, particularly

in the field of interior design. However, customers often

end up dissatisfied with their purchases due to the difficulty

of harmonizing new products with existing room arrange-

ments. Wouldn’t it be great if users could preview the actual

deployed results of a new product in their room?

Recent advancements in image generation tasks, such

as inpainting, style transfer, and image manipulation, have
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shown great performance. In particular, inpainting tasks,

which involve generating an image in the regions specified

by a mask, have rapidly advanced. However, recent studies

are now focusing on the controllability of the generated re-

gions rather than simply filling masked areas semantically.

While GANs networks currently hold state-of-the-art

performance on most image generation tasks, they have

clear drawbacks, such as collapsing and the need for care-

fully selected hyperparameters, which make them hard to

train. Instead, Diffusion models have received much atten-

tion as an alternative, offering fixed training objectives and

the ability to generate diverse images with high quality.

While there have been some efforts to utilize diffusion

models for inpainting tasks, prior studies could not reach

the performance of generating what users desired due to the

large collection of image-caption pairs required and the lim-

itations of bottleneck architecture. Therefore, we present a

new approach for providing user experiences by generating

user-specific subjects based on any masked region in an im-

age. Our goal is to train an inpainting model for a user’s

subject with a few given images of the subject, which can

then be used to synthesize the subject in any image seman-

tically. Moreover, the model should be not biased towards

the supervision image given by the user such as pose, view,

and lighting conditions.

Collecting datasets for conditional inpainting tasks is

infeasible, and unlike text-guided inpainting, which has

large bindings, image-guided inpainting requires semanti-

cally synthesized images of source-target-reference. To ad-

dress this challenge, we automated data annotation using

an object detection model, and trained our model in a self-

supervised manner that conducts inpainting tasks in object-

detected regions, referring to the detected image.

Furthermore, we observed a significant influence of the

shape and size of the masking region on the conditional in-

painting task. Instances arose where the model faltered in

cases where the masked object class and the user’s subject

class differed. To mitigate this, we augmented the mask-

ing area on the training stage, aiming to reduce the model’s
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sensitivity to the mask.

During the model training stage, retraining the whole

model parameters could limit its usage due to the huge

DDPM size. Therefore, we studied how to train the model

efficiently. Motivated by a paper addressing intrinsic rank

in large models, we updated only a small amount of param-

eters, down-sizing the updating parameters up to 0.0002%

in our experiment with minimizing model quality.

To the best of our knowledge, our paper is the first to in-

troduce image synthesis based on inpainting, where a user’s

subject is semantically composed to another image using a

mask, as shown in Figure 2. Our work shows highly ad-

vanced quality over any other comparable works, both qual-

itatively and quantitatively. Furthermore, while most diffu-

sion models tend to require huge computational resources,

our method is also adaptable to limited resource environ-

ments. We are looking forward to seeing our method ap-

plied in a variety of fields.

Our Contributions are as follows:

• Proposed new approach on subject-driven inpainting,

where we synthesize user’s subject to image prior1 uti-

lizing diffusion model.

• We down-sized amount of trainable parameters on

training stage, which means our approach is adaptable

even on the low computational resource condition.

• Experimental results compared with similar studies,

our model outperform any other model on synthesizing

user given subject and has made semantically mean-

ingful results.

2. Related Work
2.1. Image Composition

Synthesizing two images into a single image is a well-

established area of research, and many existing studies have

focused on harmonizing synthesized images to look more

realistic. Several recent models have achieved controllabil-

ity using a mask image along with the source image, leav-

ing the out-masked area unchanged. For example, [8] and

[3] have proposed hierarchical and conditional image har-

monization models that can handle the color distribution of

each image and achieve high-quality results.

Another related task is image-to-image (img2img) trans-

lation, which aims to generate an output image that refers

to an input image as a prior. This type of network learns

a mapping from the input image to the output image dur-

ing training and can convert images to different domains

while maintaining their structure. However, our task differs

in that we focus on generating a subject within a specific

scene, with strict control over the generated image.

1Where user want subject to fitted

In addition, semantic image manipulation has been stud-

ied extensively, with the advantage of being able to trans-

form user-desired images semantically while maintaining

the original structure. Many studies have explored this

area due to its potential applications in various fields. [12]

showed that unsupervised learning can be used to gener-

ate diverse and realistic images, while other studies have

used segmentation masks to control the desired label and

style. However, these approaches may not be suitable for

all domains due to their limitations in terms of model per-

formance.

2.2. Subject-Driven Generation

The user caption-based image generation model[13]

is based on the diffusion model of high-resolution im-

ages. The detailed description allows us to generate im-

ages in close proximity to user intent, and we demonstrate

the remarkable performance of generating captions where

masked by the ability to inpaint. Thus, Natural language is

not limited to domains and has a high degree of freedom, it

remains regretful because it has a one-to-many characteris-

tic of words being mapped to multiple objects.

To address this limitation, Recent research has proposed

methods for personalized image generation using natural

language. Dreambooth[14] and Textual Inversion[5] are

two recent studies that generate images based on the de-

grees of freedom of natural language by mapping learned

vocabulary to user-specified subjects. Dreambooth gener-

ates images from textual descriptions similar to a GAN-

based model, which first maps text to a latent code and

then generates an image. Textual Inversion, on the other

hand, uses an optimization-based approach to invert the la-

tent representation of a pre-trained image generator based

on a given textual description. Both methods allow users

to synthesize various images along with natural language

descriptions, providing control over generating the subject

that the user intended. Thanks to these attempts, users can

synthesize images they want in various ways with natural

language descriptions. In this paper, We tried here to gain

control over image creation and to semantically compose

images where the user wants.

3. Preliminaries
3.1. Diffusion model

The diffusion model generates an image with its inverse

process from the diffusion process, which sequentially adds

Gaussian noise to the original image, and follows a mech-

anism to generate images from random noise using learned

inverse transformation[12]. Forward step, q(·), apply a

Gaussian Markov chain sequentially to the original image

x, and if the number of times increases enough, xT follows

a complete random Gaussian.
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Figure 1: Training Overview

The forward step is defined as

q(xt|xt−1) := N(xt;
√

1− βxt−1, βtI) (1)

where βt is pre-defined variance schedule in T steps. The

process of injecting noise can sample xt at abritrary times-

tamp t is defined as

xt =
√
αtx0 +

√
1− αtε

αt :=

t∏
s=1

(1− βs), ε ∼ N (0, I).
(2)

The Inverse process, p(·), is a process that starts with xT

following a complete Gaussian and returns it to x0. Learn-

ing this process is the purpose of DDPM, so the inverse pro-

cess is parameterized by the Gaussian Markov chain param-

eter (μθ,
∑

θ).
Inversion step is defined as

pθ(xt−1|xt) := N (xt−1;μθ(xt, t),
∑
θ

(xt, t)) (3)

Sampling xt−1 can be defined as follows:

xt−1 =
1√

1− βt

(
xt − βt√

1− αt
εθ(xt, t)

)
+ σtε. (4)

Latent Diffusion model The diffusion model required a

lot of computing cost, but this part was relaxed by learning

in latent space by Latent Diffusion Model(LDM)[13]. The

point of converting representation space, which was the key

point in the paper, was that the low-dimension latent space

image was much more advantageous in reducing comput-

ing cost than the pixel space and that the model’s reasoning

ability could focus on more semantic points. Pretrained en-

coder E is used for embedding the image to latent space

and reconstruct an image with pretrained decoder D, same

as auto-encoder. The difference between LDM and DDPM

is that LDM uses z=E(x) instead of x itself. The sampling

process of LDM is as below

fθ(zt, t) :=
zt −

√
1− αtεθ(zt, t)√

αt

zt−1 =
√
αt−1fθ(zt, t) +

√
1− αt−1εθ(zt, t).

(5)

where fθ(zt,t) is a prediction of z0 given zt.

4. Methodology
In this section, we present our methodology for the user

subject-driven inpainting task. Firstly, in section 4.1, we

describe our training pipeline. To improve application effi-

ciency by reducing the number of diffusion model param-

eters, we introduce parameter efficient learning in section

4.2. Finally, we discuss various methods we adapted, to en-

hance model performance such as mask augmentation and

reference augmentation in section 4.3.

Premise We begin by defining the source image and ref-

erence image as Is ∈ R
H×W×3 and Ir ∈ R

H
′×W

′×3, re-

spectively, with H and W denoting height and width, respec-

tively. Additionally, We use a binary mask Im ∈ 0, 1H×W

to guide the inpainting area. The region where m=0 should

remain unchanged compared to Is, while the same subject
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in the reference image should be generated semantically in

the m=1 region.

Problem Statement Our objective is to generate a high-

resolution synthesized image of the reference image Ir into

the merged image Is � Im, when given two ∼ four pho-

tos of the subject, capturing specific subject’s details. Prior

works[16, 14, 5] have conducted similar tasks to ours, as

mentioned in section 2, but have had weaknesses in ref-

erence reconstruction performance and background con-

trollability, respectively. While updating diffusion model

parameters[14] showed promising performance in generat-

ing reference subject, the inefficiency of training the entire

diffusion model2 has not been resolved.

The challenging points of our task are: First, the model

should be able to reconstruct the subject of the user’s image

with the same performance for perspectives not seen during

the learning stage. Second, finetuning the model should be

parameter-efficient or of an acceptable size for application.

Third, the model needs to interpret the objects being gener-

ated appropriately. The textual style and arrangement of the

subject should semantically correspond with Is.

4.1. User’s Subject Training

To train our model, we need to annotate pairs of images

as (Is, Ir, Im), y from user-provided images. We also re-

quire the bounding box of the desired subject to generate

a binary mask Im that guides the model to understand the

user’s subject during the training stage. However, collect-

ing Is, y, and Ir individually to obtain the user’s subject is

impossible. Thus, we use a training method that crops the

reference image from the same image as the desired subject,

i.e., Ir = Im � Is.

We implemented our method using the LDM

architecture[13], which is computationally efficient

and generates images with various conditions such as text

embedding. We applied a conditioning method to the image

embedding similar to a recent task[16]. Our model loss

function is defined as follows:

L = Ez∼ε(x),y,ε∼N(0,1),t

[
‖ε− εθ(Is, Ir, t, c)‖22

]
(6)

where ε is an encoder that maps images into a latent space,

c and t represent the condition and time step, respectively.

The objective of Equation 6 is to remove the noise added

to the latent image. We leverage condition c and εθ when

producing the masked region (m = 1). We used the pre-

trained CLIP image encoder[11] as a conditioning model.

Our model should be capable of reconstructing the user’s

subject on any given scene using a mask image. Addition-

ally, Since our training method is based on self-supervised

2Storing the whole parameters of the diffusion model takes up about

13GB in our condition.

learning, a limited number of scenes are provided, train-

ing sequence should consider the model from overfitting

to one photograph and limit the opportunity to learn vari-

ous scenes. To mitigate this limitation, we adopted a pre-

train stage on a large domain dataset to provide the model

with strong pretrain knowledge. Strong pretrain knowledge

would help the model interpret the user’s subject and de-

velop the ability to adapt the subject to various scenes se-

mantically. Explicitly, we employed Stable Diffusion[13]

for our prior knowledge, which is trained with the LAION

dataset[15]. Stable Diffusion would help our model gener-

ate high-resolution images and optimize in the initialization

stage.

4.2. Efficient training

State-of-the-art models for natural language and com-

puter vision tasks are typically pre-trained on large datasets.

BERT[4] and Stable Diffusion are two popular pre-trained

models for NLP and CV, respectively. However, retraining

a large model for a specific task can be challenging, as the

more tasks a model is trained on, the more parameters it

requires for each task, proportionally.

While the Diffusion model is effective, it has a large in-

ference time and model size compared to GANs. This can

be problematic for our task, and retraining models with in-

dependent subjects can be difficult to store as the model and

subject need to be matched one-to-one. For this reason, we

need to ensure that the model size can be stored and used

in a database with only a small capacity. The model should

also have comparable storage space with a singular image

or else. Large models can be updated with the intrinsic rank

when retrained[7]. If it is possible to update the entire pa-

rameter without updating it with only a small amount of

parameters, it must be applicable even on the industrial ser-

vice.

In updating large models, dense layers that perform ma-

trix multiplication typically have a full-rank. However, pre-

vious research has found that these layers have a low “in-

trinsic dimension” and can still learn efficiently even with

random projections into smaller subspaces. Low-Rank-

Parameterized Update Metrices (LORA)[7] have shown

similar or even better performance on fine-tuning tasks by

only updating weights that are low-rank decomposed. In-

spired by recent findings on NLP fine-tuning tasks, we

adapted an efficient fine-tuning method as follows:

h = W0x+ΔWx = W0x+BAx (7)

where the pre-trained weight matrix is W0εR
d×k, BεRd×r,

AεRr×k, and the rank r � min(d, k). For the experi-

ment details, we used the same initialization methods as the

LORA paper[7].
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4.3. Additional Applied Methods

One of the challenging aspects of our task is that the

model needs to be able to generate subjects under un-

trained conditions (such as different viewpoints, lighting,

and pose). To achieve this, the model needs to have a full

understanding of the subject, including its position, shape,

and mask image. Augmenting the mask image and the sub-

ject image can help the model reconstruct the subject even

under unsupervised conditions.

Reference Augmentation To help the model learn the va-

riety of views of the subject, we augmented ground truth

image, Is. We adopt several image augmentation methods,

such as flip, rotation, and blur methods. These augmen-

tation steps would drive the model to generate the subject

whether the given generation condition is not seen in the

training step.

Mask Augmentation Our mask region is based on the

bounding box of the subject, and during the training step,

the model is forced to reconstruct the subject to fit as closely

as possible within the mask region. However, this approach

may not be practical in the real world, as the user may give a

mask size that is semantically larger than the actual subject.

5. Experiments
5.1. Experimental Settings

Datasets We additionally conducted pretraining on the

LSUN-Bedroom dataset over Stable Diffusion. The LSUN-

Bedroom dataset contains a large number of images of var-

ious bedroom states. To ensure efficiency, we sampled

300,000 images from this dataset.

For finetuning, We collected interior objects, such as

beds, and couches, on commerce3 website especially con-

taining more than two images of the object. Therefore,

we could collect 12 objects of interior objects and annotate

them with facebook/detr-resnet-50[1], an object detection

model to automate building mask image.

We evaluated our model with 20 background scenes

which are randomly collected on a commerce website, in

other words, synthesize 20 backgrounds with 12 objects of

interior objects.

Implementation Details We trained our model using the

AdamW optimizer with a learning rate of 3e-5 for training

the user’s subject and a learning rate of 1e-6 for training

lsun-bedroom data for pretrain model. We used a batch size

of 16 and trained the models for 40 epochs. To prevent over-

fitting, we applied dropout with a rate of 0.2 during training.

We used NVIDIA A100.

3https://shopping.naver.com/home

Method Training Time ↓ Storage Amount ↓
Single Photo NONE 12MB∼48MB4

Textual Inversion 8:00 3KB

Dreambooth 25:00 7.2GB5

Ours (+LORA) 17:30 2MB∼40MB

Table 1: efficiency comparison table

Method DINO Score ↑ CLIP Score ↑ FID ↓
Baseline 66.8 71.4 170.3

Ours(Whole Params Update) 72.7 74.7 155.4
Ours (+LORA) 71.9 71.9 160.6

Table 2: Performance Comparison

Evaluation Metrics To evaluate the performance of our

model, we used the following evaluation metrics:

• DINO[14]: Average pairwise cosine similarity be-

tween the ViT-S/16 DINO embeddings[2] of generated

region and reference images.

• CLIP[11]: We used a pretrained CLIP model to com-

pare the similarity between the reference image and

the generated region. The higher the score, the better

the model’s performance in terms of generating images

that are semantically similar to the user’s intended sub-

ject.

• FID[6]: Measure to compute similarity between the

distribution of real images and generated images. FID

score is combination of Inception Score and Fréchet

Distance.

• We carefully conducted Qualitative Evaluations of our

experiment results.

5.2. Quantitative Evaluation

Table 2 shows a point that our methods outperform the

prior approach on image editing, inpainting reference image

to source image. Updating whole model parameters with

few reference images made the best performance on DINO,

CLIP, FID scores.

Based on table 1, Applying the LORA method made our

model highly efficient, thus taking a few performance loss.

It is feasible that a single photo takes 12MB∼48MB Stor-

age, however, our method takes less than 40MB storage for

each subject with the ability to inpaint the user’s subject on

any photo.

4https://support.apple.com/en-us/HT211965
5https://huggingface.co/CompVis/

stable-diffusion-v-1-4-original/resolve/main/
sd-v1-4-full-ema.ckpt

1107



Figure 2: Example of fine-tuning method pretrained with LSUN-Bedroom Dataset. Each column represent original

image, original image with mask region, reference image, generated inpaint image using our methods, respectively.

The Quantitative results support our claim that our

method generates high quality images as well as recon-

structing the subject by incorporating with the background

image.

5.3. Qualitative Evaluation

Figure 2 demonstrates the qualitative results of our pro-

posed method compared to Paint-by-Example and Stable

diffusion inpainting models for different subjects. For Sta-

ble Diffusion setting, we used the img-to-prompt model[9]

to convert the reference image to a prompt. As shown in the

figure, our proposed method successfully reconstructs the

user’s intended subject in various conditions, with the abil-

ity to generate views, poses, and lighting conditions that

were not provided in the training stage.

In addition, Figure 3 shows generated image trained with

Dreambooth, which has limitations on the remainder of

the background. Our proposed method has the advantage

of generating highly personalized images of the user’s in-

tended subject on any source image, leaving the background

untouched. This provides greater controllability and speci-

ficity over the generated results compared to other text-

guided generation models.

It is important to note that our proposed method’s

strengths lie in its ability to generate personalized images

of the user’s intended subject while maintaining the fidelity

of the original image. In addition, our model demonstrates

flexibility and robustness in handling a wide range of input

images and conditions.

5.4. Ablation Study

We performed an ablation study to validate the effec-

tiveness of our proposed method. Our ablation study con-

sisted of four steps: Stable diffusion prior, augmentation,
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Figure 3: Dreambooth Finetune Examples with prompt “A photo of [V] sofa”

User’s Subject Stable Diffusion Inpaint Baseline

+ LORA + Reference Augmentation + Mask Augmentation

Figure 4: Examples on Ablation Study

Method DINO Score ↑ CLIP Score ↑ FID ↓
Baseline 71.4 66.8 170.3

+ LORA 70.9 71.3 164.8

+ Reference Augmentation 71.6 71.5 165.8

+ Mask Augmentation 71.1 71.3 161.3

Table 3: Ablation Study

and LORA.

First, we compared the Stable diffusion inpainting model

as our baseline architecture with a modified conditioning

method for text-to-image generation. Specifically, we con-

verted User’s Subject to prompt using image captioning

model[10]. Second, we leveraged the Stable Diffusion Pre-

trained Prior as an initialization for our model. Third, we

implemented the LORA method to ensure that our method

can be applied to any condition, even in a low computa-

tional environment. Lastly, we adapted our augmentation

methods on previous methods, sequentially.

Figure 3 shows the gradual performance improvement

achieved by applying our proposed methods in the order of

Stable diffusion prior augmentation, and LORA. This figure

demonstrates that our proposed method is effective and that

each proposed method contributes to the overall improve-

ment in performance.

Additionally, We Tried tuning model without Stable dif-
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fusion Prior, the model showed poor quality of genera-

tion results and nonsemantic results. Utilizing large dataset

knowledge of stable diffusion brought model generate high

quality of images, however user’s subject seem less rele-

vant reason of unnaturality. Our method seem to generate

well on similar condition of supervised setting, some re-

sults showed bias results when non-supervised settings. Im-

plementing Augmentation method helped model from bias

problems and also from trivial problem caused from filling

entire region. Finally, Our efficient training method showed

remarkable performance while on reduced trainable param-

eter setting.

6. Limitation

While our proposed model has demonstrated impressive

performance in generating user-specific images, there are

still some limitations to our approach. One of the primary

limitations is that our model currently requires the training

of a one-to-one matching of a single model and a subject.

To overcome the capacity limitation of the model, it would

be ideal to have a model that can generate subject images

in a zero-shot setting, without requiring additional explicit

supervision. Although this presents a significant challenge,

it could greatly enhance the applicability of our approach,

especially in scenarios where it may be impractical to train

a separate model for each user. We leave the development

of such a model as a potential avenue for future research.

7. Conclusion

In this paper, we presented a novel approach for synthe-

sizing any given user’s subject into an image, given a corre-

sponding mask condition, by training the model with only

a few images of the subject. Our key idea is to use self-

supervised learning to train a conditional inpainting model

that can generate high-quality images. To overcome the lim-

itations of the baseline model, which produced biased and

non-semantic generated results, we incorporated Stable Dif-

fusion Prior and augmentation techniques into the training

process. We conducted a careful evaluation of our model

on a variety of measures and demonstrated its remarkable

performance both quantitatively and qualitatively. Further-

more, we recognized the heavy size of the DDPM model,

which is inapplicable in low-resource environments. There-

fore, we applicated an efficient training method that allows

for the model to be trained in any condition with parame-

ters mapped to a subject, which can be reused at any time.

Our proposed task opens up new opportunities for image

synthesis by enabling users to generate high-quality images

without requiring an extensive dataset. We believe that our

model can serve as a baseline for future research in this field

and look forward to further advances in this area.
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