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Abstract

Data collected from the real world typically exhibit long-
tailed distributions, where frequent classes contain abun-
dant data while rare ones have only a limited number of
samples. While existing supervised learning approaches
have been proposed to tackle such data imbalance, the re-
quirement of label supervision would limit their applicabil-
ity to real-world scenarios in which label annotation might
not be available. Without the access to class labels nor the
associated class frequencies, we propose Frequency-Aware
Self-Supervised Learning (FASSL) in this paper. Targeting
at learning from unlabeled data with inherent long-tailed
distributions, the goal of FASSL is to produce discriminative
feature representations for downstream classification tasks.
In FASSL, we first learn frequency-aware prototypes, re-
flecting the associated long-tailed distribution. Particularly
focusing on rare-class samples, the relationships between
image data and the derived prototypes are further exploited
with the introduced self-supervised learning scheme. Ex-
periments on long-tailed image datasets quantitatively and
qualitatively verify the effectiveness of our learning scheme.

1. Introduction

Deep neural networks (DNNs) have made remarkable

progress in recent years and have been applied in various

applications, such as image recognition [13, 34], semantic

segmentation [1, 22], image synthesis [4, 24], 3D analy-

sis [8, 28] and video understanding [30, 37]. When abun-

dant labeled data are available for training (i.e., standard

supervised scenario), DNNs would achieve satisfactory per-

formance due to its powerful learning ability. However,

in real-world applications, collecting labeled data is often

costly and time-consuming, which thus limits the scalabil-

ity and practicality of supervised DNN models. To alleviate

this labeling cost, researchers start to explore varying learn-

ing strategies using unlabeled data, resulting in the recent

emergence of self-supervised learning.

Self-supervised learning (SSL) [5, 29, 11, 3] aims to pre-

train DNN models with unlabeled data and to derive their

representations, so that downstream tasks can be performed

effectively (e.g., image recognition, object detection, etc.).

The emergence of self-supervised learning begins from un-

supervised representation learning works [10, 25, 33], in

which pretext tasks such as rotation prediction [10], jig-

saw puzzle solving [25] or image colorization [33] are de-

signed to obtain supervision through data manipulation. As

pointed out in [5], these pretext tasks are handcrafted and

may not generalize well to downstream tasks. On the other

hand, contrastive learning [5, 29] has received increasing

research attention for SSL. Its core idea is to create positive

pairs from different augmented views of the same image and

negative pairs from different images. For instance, Sim-

CLR [5] combines multiple data augmentations and per-

forms contrastive learning by attracting positive features

while repelling negative ones. Despite the promising re-

sults, these works typically rely on a large number of neg-

ative pairs for training purposes. To learn without negative

pairs, BYOL [11] attracts positive pairs between the stu-

dent and teacher network with exponential moving average

(EMA) to avoid model collapse. A recent work of SwAV [3]

utilizes prototypes to perform clustering, and enforces con-

sistent clustering assignments across positive pairs. While

promising results have been presented, these SSL works are

not designed to handle data with possible class imbalance
and may fail to generalize to long-tailed datasets [15].

Long-tailed data learning has been significant in ma-

chine learning, where frequent classes contain abundant

data while rare ones have only scarce samples. Models

learned from such highly imbalanced data would often be

biased towards frequent classes and perform poorly on cate-

gories with relatively fewer samples. To alleviate this prob-

lem, a number of works [12, 7, 6, 27, 36, 26] have been

presented and could be divided into two categories: re-

sampling and re-weighting. Re-sampling [12, 7, 26] aims to

sample instances for each class to eliminate the imbalanced

issue. Over-sampling [12, 26] replicates rare-class samples,

which could lead to over-fitting, while under-sampling [7]

randomly removes frequent-class ones, which may discard
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valuable data. Re-weighting [6, 27, 36], on the other hand,

assigns larger weights to rare categories during training.

An intuitive way is to have weights inverse proportional to

class frequencies and therefore amplify the importance of

rare-class samples. Specifically, [6] proposes a theoretical

framework to estimate the effective number of samples and

perform re-weighting. However, such methods require full

label supervision to long-tailed data.

Without observing data labels during pre-training, works

like [14, 23, 31] investigate the performance of SSL meth-

ods on class-imbalanced or long-tailed data. A recent

work of [23] also studies the improved robustness of self-

supervised learning models compared to supervised ones.

Assuming that rare-class samples might be “forgotten” by

DNNs during training, SDCLR [15] chooses to perform

pruning when training the neural network, simulating the

“forgetting” mechanism for producing DNNs which are ro-

bust to rare categories. However, since their learning mech-

anism treats each sample equally, the resulting model might

still favor frequent classes.

To address the long-tailed data learning problem with-

out label supervision, we propose a Frequency-Aware
Self-Supervised Learning (FASSL) scheme in this paper.

We present a Frequency-Aware Prototype Learning strat-

egy in FASSL, which learns image prototypes from class-

imbalanced yet unlabeled data, aiming to reflect the inher-

ent long-tailed distribution. With such derived prototypes,

we utilize a teacher-student learning scheme and present

Prototypical Re-balanced Self-Supervised Learning to train

deep neural networks for producing discriminative feature

representations. As noted above, this entire learning scheme

does not observe any label supervision. As confirmed later

by our experiments, the frequency-aware prototypes learned

by FASSL would properly describe image data with long-

tailed distributions. More importantly, the CNN backbones

pre-trained by FASSL can be effectively applied for down-

stream classification tasks, and performs favorably against

state-of-the-art SSL or supervised models.

We now highlight our contributions as below:

• We propose Frequency-Aware Self-Supervised Learn-
ing (FASSL) to pre-train CNNs using unlabeled data

with inherent long-tailed distributions.

• In FASSL, we present a Frequency-Aware Prototype
Learning stage, which identifies frequency-aware pro-

totypes from unlabeled data, reflecting the implicit

long-tailed data distribution.

• With the observed image prototypes, our Prototypi-
cal Re-balanced Self-Supervised Learning trains CNN

models from long-tailed yet unlabeled image data,

benefiting downstream visual classification tasks.

2. Related Works
2.1. Self-Supervised Learning

In real-world applications, collecting dense annotations

could be costly or sometime infeasible. To alleviate such

annotation costs, self-supervised learning (SSL) [5, 29, 11,

3] aims to learn data representations from unlabeled data.

To introduce discriminative capability for the learned rep-

resentation, SimCLR [5] pulls positive samples from an-

other augmentation view while pushes negative ones farther

away from each other. In order to learn with only positive

pairs while preventing models from collapse, BYOL [11]

introduces student and teacher networks to attract positive

pairs with exponential moving average. On the other hand,

SwAV [3] assigns soft clustering codes with prototypes, and

it performs swap predictions to enforce consistent clustering

assignments. While promising results are presented, exist-

ing SSL methods generally assume that the training data are

balanced. As verified later in our experiments, such tech-

niques cannot generalize to long-tailed data.

2.2. Learning from Long-Tailed Data

Supervised Long-Tailed Learning. Real-world data typ-

ically exhibit long-tailed distributions, where head (fre-

quent) classes contain abundant data while tail (rare) classes

contain a limited amount of samples. Learning deep models

which generalize well to rare classes is therefore of broad

research interest. To address the imbalanced data learn-

ing problem, a number of works have been proposed [12,

7, 6, 27, 20, 36, 26, 21, 19, 9]. Specifically, re-sampling

approaches [12, 7, 26] design sampling strategies either

to remove data from frequent classes (under-sampling) or

replicate rare-class samples (over-sampling) to generate a

balanced dataset. However, these methods may discard

valuable data or lead to over-fitting on sampled rare-class

data. On the other hand, re-weighting techniques [6, 27, 36]

weight each sample by inverse class frequencies to empha-

size rare classes. Despite the promising results, these meth-

ods share a common constraint of label supervision (i.e.,

known label distributions). When such supervision is not

available, neither strategy can be easily applied.

Self-Supervised Long-Tailed Learning. Without ob-

serving class labels or knowing data frequencies in advance,

self-supervised long-tailed learning [2, 15, 17, 35] aims to

pre-train deep learning models which generalize to rare cat-

egories. Specifically, COLT [2] alleviates class imbalance

by adding additional training data sampled from an auxil-

iary dataset. When such external data are not available, SD-

CLR [15] emphasizes the learning on rare samples by per-

forming model pruning and enforcing a consistency loss be-

tween the pruned model and the original one. On the other

hand, BCL [35] designs data augmentation with different
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Figure 1. Overview of the proposed Frequency-Aware Self-Supervised Learning (FASSL). With image prototypes {p1, p2, . . . , pK} de-

rived to reflect the inherent long-tailed data distribution, each image instance is uniquely exploited into Prototypical Re-balanced Self-
Supervised Learning via a teacher-student network (FT and FS) to perform representation learning.
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Figure 2. Frequency-Aware Prototype Learning. Extended from

contrastive learning, we learn image prototypes {p1, p2, . . . , pK}
from unlabeled data inputs with objectives allowing the prototypes

aligning with the implicit long-tailed distribution.

intensities and applies stronger augmentation to data with

higher training losses. However, take BCL [35] as an exam-

ple, it requires defining a large set of specific augmentation

types by heuristic to achieve satisfactory performance.

3. Proposed Method
3.1. Notations and Overview

We first provide the problem definition and the nota-

tions used in this paper. Assume there is a set of N im-

ages X = {xi}Ni=1 with the associated imbalanced label

set Y = {yi}Ni=1, where xi ∈ R
H×W×3 and yi ∈ R rep-

resent the ith image and its corresponding class label, re-

spectively. Following the standard SSL setting, we do not
observe the label set Y during pre-training, while X is ex-

pected to exhibit a long-tailed distribution. It is worth re-

peating that, without label supervision, existing approaches

for imbalanced data such as re-sampling [12, 7, 26] and re-

weighting [6, 27, 36] cannot be directly applied.

In this paper, we propose Frequency-Aware Self-
Supervised Learning (FASSL) for pre-training deep learn-

ing models using unlabeled long-tailed data. As illustrated

in Figure 1, we exploit the inherent imbalanced data dis-

tribution without any label supervision during the train-

ing stage, which allows us to derive discriminative rep-

resentation for downstream classification tasks. We pro-

pose to learn frequency-aware prototypes {p1, p2, . . . , pK}
from unlabeled data, which reflect the long-tailed data

distribution. With such prototypes obtained, we design

self-supervised objectives for learning the CNN backbone

model. Note that we have FT and FS indicate the teacher

and student networks in our framework (parameterized by

θT and θS , respectively). We now detail our proposed

method in the following subsections.

3.2. Frequency-Aware Self-Supervised Learning

3.2.1 Frequency-Aware Prototype Learning

To start our proposed learning strategy, we first utilize un-

labeled long-tailed data to derive image representatives,

aiming to reflect the inherent imbalanced data distribu-
tions. We view this as the learning stage of Frequency-
Aware Prototype Learning, which advances contrastive

learning technique to produce the desirable image proto-

types {p1, p2, . . . , pK}. We now detail this learning stage.

In order to derive frequency-aware prototypes describing

long-tailed data distribution in an unsupervised setting, we

first follow SimCLR [5] and perform data augmentation on
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sampled input images xi to create positive pairs and extract

the image features zTi and z′Ti with the network FT . We

note that, rather than directly imposing the contrastive loss

on image features zTi as SimCLR did, we choose to perform

contrastive learning on the similarity score distribution level

hi, which is derived from the inner products between xi and

{p1, p2, . . . , pK}. Since such inner product operation sug-

gests the similarity between each image and the prototypes,

we expect that such derived prototypes would learn as vi-

sual exemplars for long-tailed data.

More specifically, we form the prototype matrix P by

taking the prototypes in each row, and the resulting matrix

size is K×D, indicating K D-dimensional prototypes. We

perform matrix-vector product from the matrix P and the

feature zTi to produce the similarity scores hi (which could

be implemented with a linear layer):

hi = P · zTi , where zTi = FT (xi). (1)

And, a standard contrastive loss Lcontra is calculated as:

Lcontra = Exi∼X

[
− log

exp(sim(hi, h
′
i)/β)∑

j exp(sim(hi, hj)/β)

]
, (2)

where sim(·, ·) denotes the cosine similarity and β is a hy-

perparameter of temperature. From the above design, the

image prototypes are encouraged to align hi with its posi-

tive sample h′
i (derived from z′Ti ) while repelling negative

ones hj . As rare-class data are less frequently sampled and

learned, the prototypes are more likely to be updated and

to describe frequent categories. As a result, the resulting

prototypes would be expected to exhibit the inherent long-

tailed distribution.

We note that, both the network FT and prototypes
{p1, p2, . . . , pK} will be updated by Lcontra via back prop-

agation. Once complete, the resulting prototypes would

implicitly describe the long-tailed data distribution (i.e., a

large portion of {p1, p2, . . . , pK} would correspond to fre-

quent classes, while only few are associated with the rare

classes). Later in the experiments, we will verify and visu-

alize the derivation of image prototypes at this stage.

3.2.2 Prototypical Re-balanced SSL

As pointed out by [15], existing SSL approaches like [5, 29,

11, 3] are vulnerable to class imbalance, which might fail to

generalize to long-tailed data problems. To address this par-

ticular challenge, our FASSL utilizes the frequency-aware

prototypes derived above as a guidance for learning dis-

criminative representations from unlabeled long-tailed data,

as discussed below.

Our proposed strategy is to perform self-supervised

learning from unlabeled data with inherent data distribu-

tion utilized, while jointly achieving the goal of training

the network FS for producing discriminative feature rep-

resentations. Given the aforementioned prototypes implic-

itly reflecting long-tailed data distribution, we would expect

different degrees of similarity when relating each sampled

image to these prototypes, depending on its corresponding

class frequency. To be more precise, given an input image

xi, we first extract its feature zTi from the teacher network

FT (initialized from Section 3.2.1). If xi is from a rare

class, it would be expected to be dissimilar to a majority of

prototypes and therefore be viewed as more important dur-

ing the SSL process. As a result, as a reweighting technique,

we calculate the weight φ(zTi , P ) for xi, which is inversely

proportional to the similarity sum to all prototypes.

With the above reweighting and regularization strategy,

we adopt the asymmetric teacher-student framework to per-

form Prototypical Re-balanced Self-Supervised Learning,

as depicted in Figure 1. To avoid possible model collapse

when attract positive pairs [11], we further deploy a MLP

for the student network FS . It can be seen that we en-

courage the semantic similarity between z̃Si and zTi derived

from FS and FT with the re-balanced self-supervised con-

sistency loss Lreb:

Lreb = Exi∼X

[
φ(zTi , P ) · Lconsis(z̃

S
i , z

T
i )

]
,

where φ(zTi , P ) =
1

exp(
∑

k 〈zTi , pk〉)

and Lconsis =

∥∥∥∥∥ z̃Si∥∥z̃Si ∥∥2 − zTi∥∥zTi ∥∥2
∥∥∥∥∥
2

2

.

(3)

Thus, the student network FS would be updated by the

above re-balanced loss Lreb, while the teacher network FT

is updated by exponential moving average (EMA) from FS :

θS ← θS − γ
∂Lreb

∂θS
and

θT ← τ · θT + (1− τ) · θS ,
(4)

where τ controls the decay rate of the teacher network FT ,

and θS and θT are parameters of FS and FT . It can be

seen that, with the prototypes derived in Section 3.2.1 and

the introduced re-balanced loss Lreb, we are able to iden-

tify rare-class samples and focus on the associated repre-

sentation learning. It is also worth repeating that, the above

learning scheme is implemented with no label supervision.

Finally, we note that we do not alternate between the

above two stages during training. This is because, alter-

native optimization between these two stages tends to hin-

der the prototypes from describing the associated long-

tailed distribution. With FT initialized by SDCLR [15],

we simply jointly train FT and produce the prototypes

{p1, p2, . . . , pK} in Frequency-Aware Prototype Learn-
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Algorithm 1: Training of FASSL

1 Input: Images X = {xi}Ni=1 with long-tailed class

distribution

2 Frequency-Aware Prototype Learning
3 {p1, p2, . . . , pK} ← randomly initialize

4 θT ← initialize from [15]

5 for num. of iterations do
6 xi, x

′
i, xj ← random sample from X

7 hi, h
′
i, hj ← derived by (1) with FT and P

8 Lcontra ← calculated by (2)

9 θT , p1, p2, . . . , pK ← update by Lcontra

10 end

11 Prototypical Re-balanced Self-Supervised
Learning

12 θS ← initialize from θT
13 for num. of iterations do
14 xi, x

′
i ← random sample from X

15 z̃Si , zTi ← produced by FT and FS

16 Lreb ← calculated by (3)

17 θS , θT ← update by Lreb and EMA (4)

18 end

19 Output: the student network FS

ing. As for the stage of Prototypical Re-balanced Self-
Supervised Learning, we perform the proposed re-weighted

SSL to learn the network FS for data with long-tailed dis-

tribution. The pseudo code for our FASSL is summarized

in Algorithm 1.

4. Experiments
4.1. Experimental Settings

Datasets. Following [15] and [6], we consider the bench-

marks of Long-Tailed CIFAR-10/CIFAR-100 and Long-

Tail ImageNet-100 for experiments. The original CIFAR-

10/CIFAR-100 [16] datasets contain 10/100 classes in a to-

tal of 60, 000 32 × 32 images. To create the long-tailed

setting, [6] samples imbalanced subsets from the originals

to create Long-Tailed CIFAR-10/CIFAR-100. The imbal-

ance factor is defined by the number of samples in the

most frequent class divided by the least one. Moreover, we

follow SDCLR [15] and set the imbalance factor as 100,

which makes the imbalanced problem challenging. For both

datasets, we randomly choose one of the five splits for the

experiments. As for Long-Tail ImageNet-100, the sample

number per class ranges from 1280 to 5. In addition, we

also evaluate the proposed method on Tiny-ImageNet [18].

Tiny-ImageNet contains 200 classes and each class contains

500 training images. We sample an imbalanced pre-training

subset from the training split for the long-tailed setting and

take the validation split as the testing data.

Settings and Evaluation. We consider the standard linear

evaluation in self-supervised learning to measure the quality

of learned representations. That is, we freeze the parameters

of the backbone model and fine-tune a linear classifier on

top of it. Since our student network FS contains a ResNet-

18 [13] as the CNN backbone model and an additional MLP

as the projection head, we follow SimCLR [5] and remove

the projection head during fine-tuning. In addition to stan-

dard pre-train/fine-tune setting, we follow SDCLR [15] and

consider the few-shot setting, where only 1% data in the

standard setting are used to fine-tune the classifier. Depend-

ing on the sample frequencies, we divide all classes into

three groups, Frequent, Medium and Rare. Frequent stands

for the top thrid of most frequent classes, while Rare stands

for the lowest third. We report the accuracy of each group

and also the average and standard deviation of three groups.

4.2. Implementation Details

We perform data augmentation of random cropping, hor-

izontal flipping, color jittering and random gray scaling for

pre-training, with ResNet-18/50 [13] as the backbone. We

set the temperature β as 0.2 and the number of prototypes

K as 128 by default. We clip outliers and normalize the

weights in each mini-batch for stability. For fine-tuning, we

use the standard cross-entropy loss and train 30/100 epochs

for the standard and few-shot setting, respectively.

4.3. Quantitative Comparisons

In Table 1, we perform linear evaluation on Long-Tailed

CIFAR-10/CIFAR-100, Long-Tail ImageNet-100 and Tiny-

ImageNet. We note that, while no label supervision dur-

ing pre-training, neither SimCLR [5] nor SwAV [3] con-

sider the long-tailed or imbalanced setting. From the re-

sults shown in Table 1, we see that our approach achieved

the best performance compared to existing self-supervised

methods. Specifically, we achieved the accuracy of 45.85%
in average and 43.15% on rare classes on Tiny-ImageNet.

Since our approach explicitly weighted rare samples higher

to tackle class imbalance, we performed favorably against

SDCLR [15] by 1% on rare classes. It is worth noting

that, since BYOL [11] adopts teacher-student learning with

a uniform-weighting loss, it could be viewed as an abla-

tion study of our re-balanced loss Lreb. We see that BYOL

only reported 34.91% on rare classes, which is over 8%
lower compared to our method, verifying the effectiveness

of our loss Lreb on unlabeled long-tailed data. We also

note that, BCL-I [35] requires defining a large set of spe-

cific augmentation types by heuristic. When only common

augmentation types in SSL are applied (as we do), BCL-I

reported the rare-class accuracy of 48.27% on CIFAR100-

LT, which is over 5% lower compared to our FASSL. In ad-
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Table 1. Evaluation on Tiny-ImageNet, ImageNet-100-LT, CIFAR100-LT and CIFAR10-LT with the standard setting (i.e., use of all labeled

data for fine-tuning). ↑ denotes the higher the better, and ↓ denotes the lower the better. Bold denotes the best averaged results except

for the supervised method. †: Note that BYOL [11] can be viewed as an ablation study of ours (i.e., teacher-student learning with an

uniform-weighting loss).

Dataset Method All ↑ Rare ↑ Medium ↑ Frequent ↑ Std ↓

Tiny-ImageNet

SimCLR [5] 32.11 32.12 31.73 32.47 0.30

SwAV [3] 33.21 32.15 30.61 36.88 2.67

BYOL† [11] 37.58 34.91 35.45 42.38 3.40

SDCLR [15] 45.23 42.15 43.39 50.15 3.51

FASSL (Ours) 45.85 43.15 43.88 50.53 3.32

Supervised 43.57 40.00 40.45 50.26 4.74

ImageNet-100-LT

SimCLR [5] 65.46 59.69 63.71 69.54 4.04

SDCLR [15] 66.48 60.92 65.04 70.10 3.75

FASSL (Ours) 68.92 66.00 68.06 72.71 2.81

CIFAR100-LT

LDAM-DRW+SSP [31] 43.43 - - - -

SwAV [3] 47.00 44.00 47.03 49.97 2.44

BYOL† [11] 48.86 45.55 47.42 53.62 3.45

SimCLR [5] 49.76 47.58 50.36 51.35 1.60

BCL-I [35] 52.22 48.27 53.03 55.35 2.95

SDCLR [15] 54.94 51.00 55.03 58.79 3.18

FASSL (Ours) 55.27 53.55 54.52 57.74 1.79

Supervised 54.06 51.39 54.18 56.62 2.13

CIFAR10-LT

SimCLR [5] 75.37 69.33 73.33 83.45 5.94

BYOL† [11] 75.66 75.43 69.83 81.70 4.85

SwAV [3] 76.60 73.30 71.10 85.40 6.29

LDAM-DRW+SSP [31] 77.83 - - - -

SDCLR [15] 80.49 75.10 78.07 88.30 5.66

FASSL (Ours) 80.69 78.80 76.73 86.55 4.23

Supervised 80.76 75.43 80.93 85.93 4.95

Table 2. Evaluation on CIFAR100-LT/CIFAR10-LT with the few-shot setting (i.e., use of 1% of labeled data for fine-tuning). †: Note that

BYOL [11] could be viewed as an ablation study of ours (i.e., teacher-student learning with an uniform-weighting loss).

Dataset Method All ↑ Rare ↑ Medium ↑ Frequent ↑ Std ↓

CIFAR100-LT

SwAV [3] 20.14 13.91 20.06 26.44 5.12

BYOL† [11] 20.62 14.03 19.61 28.24 5.84

SimCLR [5] 22.51 15.45 22.48 29.59 5.77

SDCLR [15] 25.39 19.91 25.52 30.74 4.42

FASSL (Ours) 27.11 21.18 27.88 32.26 4.56

Supervised 28.97 13.88 32.03 41.00 11.28

CIFAR10-LT

BYOL† [11] 62.33 50.40 60.53 76.05 10.55

SimCLR [5] 62.98 56.67 62.97 69.30 5.16

SwAV [3] 65.16 52.90 61.97 80.60 11.53

SDCLR [15] 67.23 56.63 61.87 83.20 11.49

FASSL (Ours) 68.54 62.43 61.93 81.25 8.99

Supervised 69.82 65.07 66.47 77.93 5.76
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Table 3. Hyper-parameter analysis on the number of prototypes K (left) and the decay rate τ of EMA (right).

Dataset K All ↑ Rare ↑ Medium ↑ Frequent ↑ τ All ↑ Rare ↑ Medium ↑ Frequent ↑

CIFAR100-LT

64 54.94 52.67 54.30 57.85 0.0 33.35 30.15 34.88 35.03

96 54.99 52.15 54.24 58.59 0.9 53.63 50.91 52.97 57.00

128 55.27 53.55 54.52 57.74 0.99 55.27 53.55 54.52 57.74

256 54.99 52.15 54.88 57.94 0.999 55.02 51.70 55.00 58.35

512 55.22 52.88 54.61 58.18 1.0 53.00 50.73 53.24 55.03

CIFAR10-LT

64 80.69 78.43 75.33 88.30 0.0 49.74 44.27 47.83 57.13

96 80.81 77.07 77.20 88.15 0.9 79.74 75.40 76.57 87.25

128 80.69 78.80 76.73 86.55 0.99 80.69 78.80 76.73 86.55

256 80.79 78.97 75.53 87.88 0.999 80.16 77.57 74.30 88.63

512 80.69 77.13 76.70 88.05 1.0 79.63 75.33 75.83 87.73

Tiny-ImageNet

64 45.80 43.06 43.76 50.59 0.0 30.70 25.61 27.61 38.88

96 45.50 43.03 43.42 50.06 0.9 45.86 42.76 44.12 50.71

128 45.85 43.15 43.88 50.53 0.99 45.85 43.15 43.88 50.53

256 46.11 43.18 44.09 51.06 0.999 45.75 42.91 43.94 50.41

512 45.72 42.97 43.70 50.50 1.0 45.83 42.48 44.48 50.53

FASSL (Ours)SDCLR [15]
Figure 3. T-SNE of latent representations on CIFAR10-LT. Dif-

ferent colors indicate different categories. Compared with SD-

CLR [15], our FASSL results in improved discriminative repre-

sentations.

dition, our method is even higher than supervised learning

on CIFAR100-LT, which further verifies the effectiveness of

our Frequency-Aware Self-Supervised Learning framework.

We further consider the challenging few-shot setting, in

which only 1% labeled data are used to train the linear

classifier. This would assess the model ability in deriving

robust representations and avoiding over-fitting on few la-

beled data. In Table 2, we observe that our model again per-

formed favorably against existing methods under the few-

shot setting. In particular, we achieved 62.43% on rare-

classes on CIFAR10-LT, which is over 5% higher compared

to SDCLR [15]. To further verify the effectiveness of our

approach, we provide qualitative comparisons as shown in

Figure 3. We select five categories from CIFAR10-LT and

apply t-SNE visualization for the learned features of the stu-

dent network FS . We see that the representations derived

by our scheme are better separated according to the associ-

ated categories.

4.4. Analysis of Hyper-parameters

Impact of the number of prototypes K. In Table 3 (left),

we conduct sensitivity analysis with respect to the num-

ber of prototypes K. When varying K from 64 to 512 on

CIFAR100-LT, we see that our model produced consistent

results within a 0.5% drop compared to the best average

accuracy. It is worth noting that, different from other SSL

works [32] which utilize prototypes to perform clustering,

we do not require knowing the number of classes in advance

to set the number of prototypes K. Thus, we simply set K
to 128 throughout our experiments.

Impact of the decay rate τ of EMA. In our proposed

FASSL, we adopt exponential moving average (EMA) to

update the teacher network FT with the decay rate τ . We

now analyze the impact of τ in Table 3 (right). When set-

ting τ = 0, no moving average is adopted, and the teacher

network FT shares the same parameters with the student

network FS at all times. As noted in [11], attracting pos-

itive pairs between identical feature encoders could lead to

model collapse and therefore yielded the poor performance

of 33.35% on CIFAR100-LT. When the decay rate τ = 1,

the teacher network FT is frozen and never updated, re-

sulting in suboptimal results. In practice, we set τ = 0.99
to progressively distill the knowledge from the student net-

work FS while avoiding collapse.

4.5. Analysis of Long-Tailed Prototypes

In Frequency-Aware Prototype Learning, we learn pro-

totypes to reflect the long-tailed distribution from unlabeled

data. With the imbalance factor ρ = 100, the amount of

frequent samples is about ten times of that of the medium
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…

Medium (10 prototypes) Rare (2 prototypes)

automobile (12)

deer (20)

ship (32)
airplane (3)

frog (52) …

cat (2)

horse (5) bird (1)

dog (1)

…
…

Frequent (116 prototypes)

Figure 4. Visualization of 128 frequency-aware prototypes and the associate classes on CIFAR10-LT. The prototypes are visualized by

retrieving their closest images in the latent space. Note that the number in each parenthesis denotes the number of prototypes in each

group/category.

Table 4. Different numbers of prototypes K and the correspond-

ing class distributions on Tiny-ImageNet, CIFAR100-LT and

CIFAR10-LT with the imbalanced factor ρ set as 100.

Dataset K Frequent Medium Rare

Tiny-ImageNet

64 78.13% 21.87% 0.00%

96 86.46% 13.54% 0.00%

128 84.38% 14.06% 1.56%

256 84.77% 13.67% 1.56%

512 89.26% 9.77% 0.97%

CIFAR100-LT

64 89.06% 7.81% 3.13%

96 82.29% 15.63% 2.08%

128 88.28% 10.16% 1.56%

256 85.94% 12.89% 1.17%

512 91.21% 6.84% 1.95%

CIFAR10-LT

64 90.63% 9.38% 0.00%

96 90.63% 8.33% 1.04%

128 90.63% 7.81% 1.56%

256 88.28% 9.38% 2.34%

512 85.35% 12.50% 2.15%

ones (same for medium vs. rare classes). Therefore, most

of the prototypes are expected to represent frequent classes.

To confirm this, we take 128 prototypes to retrieve closest

images in the latent space and visualize them in Figure 4.

We see that a total of 116 prototypes were from frequent-

class images (e.g., frog, ship, etc.), and only 2 were related

to rare classes of bird and dog on CIFAR10-LT.

In addition to visualization, we also present the class dis-

tributions of the retrieved images in Table 4. With K = 64
on CIFAR10-LT, we observe that the number of prototypes

may not be sufficient to cover rare classes. With K = 128
and above, the distributions were aligned with the long-

tailed data. Similar results are observed on CIFAR100-LT

and Tiny-ImageNet. In Table 5, we further vary the imbal-

anced factor ρ from 1 to 500 to control the degree of class

imbalance and report the corresponding class distributions

of prototypes on Tiny-ImageNet. We see that when ρ = 1
indicating no class imbalance presents, the class distribution

was nearly uniform as desired. With larger ρ, the proto-

types number ratio of frequency classes over rare class was

Table 5. Class distributions of prototypes when varying imbal-

anced factor ρ = 1− 500.

Dataset ρ Frequent Medium Rare

Tiny-ImageNet

1 34.38% 33.59% 32.03%

20 72.66% 21.09% 6.25%

100 84.38% 14.06% 1.56%

200 87.50% 10.94% 1.56%

500 91.41% 7.81% 0.78%

increased. This validates that our prototypes effectively de-

scribe the data distribution, and thus are applicable for our

Prototypical Re-balanced Self-Supervised Learning.

5. Conclusion
Learning representations from long-tailed data has been

among active research topics for machine learning commu-

nities, and it becomes particularly challenging when no la-

bel supervision is available during training (or pre-training)

stage. In this paper, we proposed Frequency-Aware Self-
Supervised Learning (FASSL), which exploits and iden-

tifies the inherent imbalanced data distribution to derive

frequency-aware prototypes. While self-supervised learn-

ing can be easily deployed on the unlabeled input data,

our FASSL further utilizes the aforementioned image pro-

totypes for guiding the learning process, which aligns with

the data distributions while producing desirable image rep-

resentations. Once the network backbone is pre-trained

by FASSL, downstream classification tasks can be tackled

with satisfactory performances. Experiments on long-tailed

benchmarks confirmed the effectiveness of our FASSL

against state-of-the-art methods, while ablation studies and

analyses were conducted to verify and visualize our derived

prototypes and representations.
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