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Abstract

Pseudo-labeling is a crucial technique in semi-supervised learning (SSL), where artificial labels are generated for unlabeled data by a trained model, allowing for the simultaneous training of labeled and unlabeled data in a supervised setting. However, several studies have identified three main issues with pseudo-labeling-based approaches. Firstly, these methods heavily rely on predictions from the trained model, which may not always be accurate, leading to a confirmation bias problem. Secondly, the trained model may be overfitted to easy-to-learn examples, ignoring hard-to-learn ones, resulting in the "Matthew effect" where the already strong become stronger and the weak weaker. Thirdly, most of the low-confidence predictions of unlabeled data are discarded due to the use of a high threshold, leading to an underutilization of unlabeled data during training. To address these issues, we propose a new method called ReFixMatch, which aims to utilize all of the unlabeled data during training, thus improving the generalizability of the model and performance on SSL benchmarks. Notably, ReFixMatch achieves 41.05% top-1 accuracy with 100k labeled examples on ImageNet, outperforming the baseline FixMatch and current state-of-the-art methods.

1. Introduction

The strengths of Deep Neural Networks (DNNs) have been proven through numerous successes in a wide range of tasks, such as image classification [14], speech recognition [1], and natural language processing [42]. Despite the high performance and state-of-the-art benchmarks, the superior performance of DNNs heavily relies on training with a large amount of labeled data [15, 17, 28, 34, 35]. In addition, there are also challenges in using large labeled datasets, such as the availability of the datasets, the cost of collecting and labeling data, etc. To alleviate the dependence on labeled data, semi-supervised learning (SSL) has been proposed. With the advantages of using a large volume of unlabeled data, SSL has become a powerful method for training models. Furthermore, using SSL not only reduces the cost of collecting data but also produces equivalent results to supervised learning approaches. This success has led to the development of many SSL methods [5, 6, 22, 23, 45, 48]. A popular approach of SSL methods is to produce an artificial label for unlabeled data and train the model using the artificial label as ground truth. For example, the pseudo-labeling [23] (categorized as self-training [37, 48] method) uses the model’s class prediction as a pseudo-label to train. It is a well-established technique for semi-supervised learning [26, 43], domain adaptation [18, 31], and transfer learning [3]. Unlike pseudo-labeling, consistency regularization uses loss functions such as mean squared error (MSE) or Kullback-Leibler divergence (KL divergence) to minimize the difference between model predictions for different augmented inputs.

Recent work from [43] suggests using a high threshold to filter out only reliable pseudo-labels for training and masking out the rest. FlexMatch [52] improves the performance of FixMatch by applying the Curriculum Pseudo Labeling (CPL) method to let the model learn equally among classes with class-wise dynamic thresholds. CoMatch [25] uses Contrastive Graph Regularization to improve performance by learning jointly-evolved class probabilities and
image representations. SimMatch \cite{54} simultaneously considers semantic similarity and instance similarity of the data. While achieving state-of-the-art performance, FixMatch and its variants \cite{21, 25, 52, 54} are still encountering the confirmation bias problem \cite{2}. To eliminate the effects of learning on biased pseudo-label, a number of works have been proposed \cite{7, 16, 49, 50, 54}. However, because of the high threshold setting, a large proportion of unlabeled data with prediction scores below the threshold is discarded during training and never used, especially for hard-to-learn classes. This leads to another major issue that the unlabeled data is not fully exploited for FixMatch and many studies based on it. Furthermore, to tackle the confirmation bias issue, the previous studies introduced additional modules and extra computational overhead.

We visualize the correlation between a top-1 accuracy and a mask ratio on CIFAR-10/100 in Figure 1. It can be seen that while the number of qualified pseudo-labels is increasing by iterations, the accuracy just slowly increases and starts to decrease after 800k iterations. This problem is clearly noticeable for large datasets such as CIFAR-100 in Figure 1b. Furthermore, the number of qualified pseudo-labels that are used during training only ranges from 60% to 80% of total unlabeled data in CIFAR-100.
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Figure 1. Top-1 accuracy vs mask ratio of unlabeled data from FixMatch. (a) CIFAR-10 40-label split. (b) CIFAR-100 400-label split.

In this work, we propose a simple SSL pipeline, ReFixMatch, which is shown in Figure 2. Conventionally, UDA \cite{47}, MixMatch \cite{6}, and ReMixMatch \cite{5} train models with "soft" pseudo-labels for the whole unlabeled dataset. Later, FixMatch \cite{43} simplifies them by using only "hard" pseudo-labels from the high-confidence predictions. FixMatch also shows that with the high-confidence threshold, sharpening the predictions into "soft" pseudo-labels does not lead to a significant difference in performance. Hence, they discard the low-confidence predictions during training. Unlike previous approaches, ReFixMatch aims to maximize the utilization of the whole unlabeled dataset to improve generalization during training. Specifically, we bridge the usage of "hard" pseudo-labels from high-confidence predictions and "soft" pseudo-labels from low-confidence predictions. Thus, the low-confidence predictions would be considered guesses, and the information from them could be transferred to the model to improve its performance and representation. In this manner, we leverage the advantages of both "hard" and "soft" pseudo-labels as well as the whole unlabeled dataset. The use of low-confidence samples has already been well studied in many other related tasks. This usage, however, is still being studied for semi-supervised learning tasks. There are also research that leverages low-confidence predictions, such as \cite{12, 53}. However, in order to enhance the learning process, they either use multiple models or introduce a complicated pipeline. This work presents an efficient yet straightforward approach based on FixMatch, the most widely used SSL pipeline. The novelty of ReFixMatch lies in the simplicity, which helps it outperform SOTA methods, which are much more complex. ReFixMatch adds no overhead to the conventional pipeline since it only uses an extra loss term. Because of this simplicity, many SSL frameworks, including semi-supervised semantic segmentation and object detection can be benefitted from this study. The benefit of introducing ReFixMatch is particularly remarkable on all datasets, especially imbalanced datasets. ReFixMatch achieves 28.60%, 8.39%, and 6.11% error rates when the number of labels is 40, 250, and 1000, respectively, on the STL-10 dataset. Furthermore, on the SVHN dataset, ReFixMatch achieves 2.15% and 1.89% error rate; ReFixMatch with CPL gives 2.63% and 2.01% error rates when the label amount is 40 and 1000, respectively, while FlexMatch fails with a large margin. ReFixMatch also improves the convergence speed and the generalization of the model.

To sum up, this paper makes the following contributions:

- We systematically investigate and analyze the importance of low-confidence predictions for unlabeled data in the training of SSL methods.
- We propose a simple yet effective method, ReFixMatch, to leverage the whole unlabeled data set, including high and low-confidence predictions.
- ReFixMatch introduces no additional modules or extra computational overhead, and it can be used with any SSL method to improve performance.
- ReFixMatch establishes a new state-of-the-art performance for semi-supervised learning. ReFixMatch achieves a 41.05% error rate on ImageNet with 100k labeled images and outperforms prior methods.

2. Analysis of high-confidence and low-confidence pseudo-label

In order to examine the importance of low-confidence predictions in the training process, we train FixMatch separately with "hard" and "soft" pseudo-labels. The
"hard" pseudo-label training is the conventional FixMatch using high-confidence predictions, while for the "soft" pseudo-label training, the model is trained only on low-confidence predictions. Specifically, instead of choosing high-confidence predictions as the pseudo-label, we take the low-confidence predictions from weakly-augmented examples, sharpen them by temperature $T = 0.5$ and compute the KL divergence with the predictions from strongly-augmented.

Table 1. Error rate of FixMatch using high-confidence vs low-confidence predictions on CIFAR-10 with 40, 250, and 1000-label split.

<table>
<thead>
<tr>
<th>DATASET</th>
<th>HIGH-CONFIDENCE</th>
<th>LOW-CONFIDENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10-40</td>
<td>7.47</td>
<td>28.88</td>
</tr>
<tr>
<td>CIFAR-10-250</td>
<td>4.86</td>
<td>8.07</td>
</tr>
<tr>
<td>CIFAR-10-4000</td>
<td>4.21</td>
<td>8.04</td>
</tr>
</tbody>
</table>

The experiment results from Table 1 show that using only low-confidence predictions to train the model can still achieve a competitive performance with the one using high-confidence predictions on the CIFAR-10 dataset. This shows that the conventional approach of using a high threshold and discarding a large proportion of unlabeled data during training is inefficient and does not fully leverage the unlabeled data. Thus, instead of using only high-confidence predictions, in this work, we bridge the strengths of both high-confidence and low-confidence predictions.

3. ReFixMatch

We propose ReFixMatch, a simple SSL pipeline that considers the information from the whole unlabeled dataset. The main novelty of ReFixMatch is the utilization of unlabeled examples that have a prediction probability lower than the threshold $T$. In the following section, we explain the whole process of ReFixMatch for semi-supervised image classification problems.

3.1. ReFixMatch pipeline

Our proposed ReFixMatch pipeline consists of two phases, as shown in Figure 2. In the training phase, we perform supervised training for the model with labeled data and evaluate the standard cross-entropy loss. During the inference phase, two perturbed versions of unlabeled images, which are either weakly or strongly augmented, are created. Then, for unlabeled data, pseudo-labels are generated from the high-confidence predictions of the weakly-augmented unlabeled version. Next, these pseudo-labels are used to supervise the model prediction of the strongly-augmented version on the next iteration, together with labeled data. Last, we sharpen the low-confidence predictions of the weakly-augmented unlabeled version.

A KL divergence loss function is used for the sharpened low-confidence predictions and the predictions from the strongly-augmented version.

While minimizing the cross entropy loss between model logits and hard one-hot targets remains the go-to recipe for supervised classification training, learning from soft targets emerges in many lines of research. Label Smoothing [36, 43] is a straightforward method that applies a fixed smoothing (softening) factor $\alpha$ to the hard one-hot classification target. The motivation is that label smoothing prevents the model from becoming over-confident.

Table 1. Error rate of FixMatch using high-confidence vs low-confidence predictions on CIFAR-10 with 40, 250, and 1000-label split.
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Figure 2. Diagram of the proposed ReFixMatch. For weakly-augmented predictions, the high-confidence predictions are converted to one-hot pseudo-label, while the low-confidence predictions are sharpened with temperature $T$. We measure the Kullback-Leibler divergence loss for the sharpened low-confidence predictions with the strongly-augmented predictions from the same input and the cross-entropy loss for the "hard" pseudo-label.

3.2. Preliminaries

In SSL, the training data consists of labeled and unlabeled data. Let $\mathcal{X} = \{ (x_b, y_b) : b \in \{1, \ldots, B\} \}$ be a batch of $B$ labeled examples, where $x_b$ is training examples and $y_b$ is one-hot labels, and $\mathcal{U} = \{ u_b : b \in \{1, \ldots, \mu B\} \}$ be a batch of $\mu B$ unlabeled examples where $\mu$ is a hyperparameter determining the relative sizes of $\mathcal{X}$ and $\mathcal{U}$.

We construct the loss function of our proposed ReFixMatch with the supervised loss, which is a standard cross-entropy loss ($L_{CE}^s$) for the labeled data, and the unsupervised loss, including the KL divergence loss ($L_{KL}$) for the low-confidence predictions and the standard cross-entropy loss ($L_{CE}^u$) for high-confidence predictions.

$$L_{SSL} = L_{CE}^s + \lambda_u L_{CE}^u$$

where $\lambda_u$ is the fixed weight for the unlabeled data loss.

Specifically, $L_{CE}^s$ is a standard cross-entropy loss on weakly-augmented labeled data:

$$L_{CE}^s = \frac{1}{B} \sum_{b=1}^{B} H(y_b, p_m(y \mid A_w(x_b)))$$
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where \( p_m(y|x) \) is the predicted class distribution of the model for input \( x \), and \( H(p, q) \) denotes the "hard" label cross-entropy between two probability distributions, \( p \) and \( q \). Then, let \( A_w \) be the weakly (i.e., random crop and flip) augmentation and \( A_s \) be the strongly (i.e., RandAugment [10]) augmentation for unlabeled data, respectively. \( \mathcal{L}_u \) is defined as a total of the standard cross-entropy loss (\( \mathcal{L}_{\text{CE}}^u \)) and the KL divergence loss (\( \mathcal{L}_{\text{KL}} \)). \( \mathcal{L}_{\text{CE}}^u \) is the loss between the high-confidence pseudo-label of weakly-augmented unlabeled data and the predictions of the model for strongly-augmented unlabeled data. \( \mathcal{L}_{\text{KL}} \) is the KL divergence loss between the sharpened low-confidence predictions of weakly-augmented examples \( A_w \), and the predictions of strongly-augmented examples \( A_s \), defined as:

\[
\mathcal{L}_u = \mathcal{L}_{\text{CE}}^u + \mathcal{L}_{\text{KL}}
\]

(3)

\[
\mathcal{L}_{\text{CE}}^u = \frac{1}{\mu B} \sum_{b=1}^{\mu B} 1 \left( \max(q_b) \geq \tau \right) \frac{1}{\lambda} H \left( \hat{q}_b, \frac{\sum y \cdot p_m(y | A_s(u_b))}{\sum y} \right)
\]

(4)

\[
\mathcal{L}_{\text{KL}} = \frac{1}{\mu B} \sum_{b=1}^{\mu B} 1 \left( \max(q_b) < \tau \right) D_{\text{KL}} \left( \frac{\sum y \cdot p_m(y | A_s(u_b))}{\sum y} \mid \frac{\sum y \cdot \hat{q}_b}{\sum y} \right)
\]

where \( \hat{q}_b = \arg \max (q_b) \) is the pseudo-label with \( q_b = p_m(y | A_w(u_b)) \) for input \( A_w(u_b) \), \( \tau \) is the threshold for choosing pseudo-label, \( D_{\text{KL}} \) denotes the KL divergence function, \( z_b \) is the logits for example, \( A_w(u_b) \) and \( T \) is the temperature for sharpening.

### 3.3. Algorithm

The algorithm for ReFixMatch is presented in Algorithm 1. Compared to FixMatch, the ReFixMatch algorithm is much simpler, as it does not require computation of the threshold for each iteration. The algorithm of ReFixMatch is as simple as FixMatch, with only additional loss for low-confidence predictions. Therefore, ReFixMatch does not require any additional budget compared to prior methods.

### 4. Experiments

We evaluate ReFixMatch on common datasets such as CIFAR-10/100 [20], SVHN [32], STL-10 [9], and ImageNet [11] under various labeled data amounts. We mainly compare our proposed method with recent state-of-the-art methods such as UDA [47], FixMatch [43], FlexMatch [52], CoMatch [25], SimMatch [54], and AdaMatch [7]. We also include a fully-supervised experiment for each dataset. The implementation and evaluation of all methods are based on TorchSSL.

We use the same training hyperparameters for a fair comparison of UDA, FixMatch, and FlexMatch methods. There are only minor differences for some hyperparameters regarding each method algorithm settings. Standard stochastic gradient descent (SGD) with a momentum of 0.9 is used as an optimizer in all experiments [33,44]. An initial learning rate of 0.03 with a cosine annealing learning rate scheduler [27] is used for a total of \( 2^{20} \) training iterations. We also conducted an exponential moving average with a momentum of 0.999. The batch size of labeled data is 64 for all datasets except ImageNet. \( \mu \) is set to 7 for CIFAR-10/100, SVHN and STL-10, and it is set to 1 for ImageNet. \( \tau \) is set to 0.8 for UDA and is set to 0.95 for FixMatch, FlexMatch, and ReFixMatch. These configurations follow the original papers [43,47,52]. We set \( T \) to 0.4 for UDA and 0.5 for ReFixMatch. The strong augmentation in our experiments is RandAugment [10]. For the ImageNet dataset, we use ResNet-50 [20] and for other datasets, we use variants of Wide-ResNet (WRN).

---

1https://github.com/TorchSSL/TorchSSL
4.1. CIFAR-10/100, STL-10, SVHN

We evaluate the best error rate by averaging the results of five runs with different random seeds for each method. The classification error rates on the CIFAR-10/100, STL-10, and SVHN datasets are given in Table 2.

We employ Wide-ResNet [51] as a backbone model for experiments. Detailed model selection is reported in Appendix ?? . ReFixMatch achieves the best performance on most of the datasets with different amounts of labels, as shown in Table 2. ReFixMatch not only achieves high performance across all datasets but also performs well on the SVHN dataset, while FlexMatch performs less favorably on imbalanced datasets such as the SVHN [52]. Especially, ReFixMatch using CPL improves the results of FlexMatch on the SVHN dataset. This proves that our proposed method with the strategy of leveraging the whole unlabeled dataset can mitigate the overfitting issue when training on small and imbalanced datasets. However, since ReFixMatch and FlexMatch have the same approach in common that helps the model utilize more data, using CPL with our proposed ReFixMatch results in a degradation of performance on balanced datasets. Moreover, CPL improves the number of “hard” pseudo-labels, thus reducing the effect of ReFixMatch. It should be noted that ReFixMatch adds no overhead, while CoMatch and SimMatch use additional complex modules. They also use the distribution alignment technique, which provides much better results.

4.2. ImageNet

We further evaluate ReFixMatch on large and complex datasets such as ImageNet [11]. We train the models with 100k of labeled data. Furthermore, because the ImageNet dataset is large and complex, we set the $\tau$ threshold value to 0.7 to improve the capture of samples with the correct pseudo-label. The batch size is 128 and the weight decay is 0.0003 for the 100k labels experiment. For 10% experiments, we follow the settings in [25, 43, 54].

As reported in Table 3, ReFixMatch outperforms FixMatch, FlexMatch, and CoMatch with 41.05% and 19.01% for the top-1 and top-5 error rates, respectively. This result clearly indicates that our proposed ReFixMatch can help boost performance for large and complex datasets such as ImageNet, especially when they are imbalanced (the number of images per class in the ImageNet dataset ranges between 732 and 1300). Besides, when applying CPL from FlexMatch [52] to ReFixMatch, the results drop to 41.75% and 19.36% for the top-1 and top-5 error rates, respectively, as we explained in Section 4.1. In addition, ReFixMatch also surpasses the best performance of CoMatch and SimMatch by a large margin with 10% labels; details are in Appendix ??.

4.3. Ablation Study

4.3.1 Training Efficiency

The convergence speed of our proposed ReFixMatch is extremely noticeable through our extensive experiments. As we can see in Figure 3, on CIFAR-100, ReFixMatch achieves over 40% of accuracy within the first few iterations, while FixMatch nearly hits 20%. After 200k iterations, ReFixMatch achieves over 50% accuracy, while FixMatch only achieves around 45% of accuracy. Moreover, the loss landscape of our proposed ReFixMatch also decreases faster than that of FixMatch. In Figure 3, we visualize the validation loss and top-1 accuracy of both FixMatch and ReFixMatch on the CIFAR-100 dataset with a 400-label split over 600k iterations for a better view of the difference.
Table 4. Class-wise accuracy comparison on CIFAR-10 40-label split.

<table>
<thead>
<tr>
<th>CLASS NUMBER</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIXMATCH</td>
<td>0.964</td>
<td>0.982</td>
<td>0.697</td>
<td>0.852</td>
<td>0.974</td>
<td>0.980</td>
<td>0.987</td>
<td>0.970</td>
<td>0.982</td>
<td>0.981</td>
</tr>
<tr>
<td>ReFIXMATCH</td>
<td>0.971</td>
<td>0.984</td>
<td>0.905</td>
<td>0.881</td>
<td>0.977</td>
<td>0.872</td>
<td>0.984</td>
<td>0.974</td>
<td>0.984</td>
<td>0.988</td>
</tr>
<tr>
<td>FLEXMATCH</td>
<td>0.967</td>
<td>0.980</td>
<td>0.921</td>
<td>0.866</td>
<td>0.957</td>
<td>0.838</td>
<td>0.988</td>
<td>0.975</td>
<td>0.982</td>
<td>0.968</td>
</tr>
<tr>
<td>ReFIXMATCH + CPL [52]</td>
<td>0.967</td>
<td>0.983</td>
<td>0.915</td>
<td>0.876</td>
<td>0.969</td>
<td>0.889</td>
<td>0.971</td>
<td>0.974</td>
<td>0.985</td>
<td>0.973</td>
</tr>
</tbody>
</table>

4.3.2 Class-wise accuracy on CIFAR-10 40-label split

In Table 4, we present a thorough comparison of class-wise accuracy. Our proposed ReFixMatch maintains high accuracy in easy-to-learn classes while simultaneously improving the accuracy in hard-to-learn classes. ReFixMatch’s final class-wise accuracy is balanced across classes, including hard-to-learn classes. This demonstrates that employing both high and low-confidence predictions enhances not just the overall performance of the trained model but also the performance of each class. ReFixMatch clearly outperforms FixMatch in class-wise accuracy in the evaluation phase for hard-to-learn classes.

Figure 4. Class-wise accuracy comparison on CIFAR-10 40-label split at the best iteration of FixMatch and ReFixMatch.

The class-wise accuracy from the training phase, as shown in Figure 4, indicates that leveraging the whole unlabeled dataset can improve the generalization of the model. The results show that our ReFixMatch class-wise accuracy is much higher than FixMatch, and it also is balanced between easy-to-learn and hard-to-learn classes.

Figure 5 shows the accuracy of the pseudo-label during training on the CIFAR-10 40-label split. We can see that ReFixMatch can improve the accuracy of the pseudo-label over both FixMatch and FlexMatch.

4.3.3 Data utilization and mask ratio

We present the unlabeled data utilization and mask ratio of FixMatch and ReFixMatch on the CIFAR-100 dataset with a 400-label split in Figures 6a, 6b. ReFixMatch helps reduce the mask-out data ratio and always uses the whole unlabeled dataset during training. It also can be seen that the mask ratio of ReFixMatch less fluctuates than FixMatch. It should be noted that FlexMatch has a lower mask ratio since it uses a lower threshold for each class, which allows the more low-confidence prediction to be used as pseudo-label but also introduces more noise to the model.

Figure 6. Unlabeled data utilization and mask ratio on CIFAR-100 dataset with 400-label split.

4.3.4 CIFAR-10 Confusion Matrix

Figure 7 shows the confusion matrix of FixMatch, FlexMatch, and ReFixMatch on the CIFAR-10 dataset with a
Table 5. Precision, recall, F1-score and AUC results on SVHN and STL-10.

<table>
<thead>
<tr>
<th>DATASET</th>
<th>SVHN-40</th>
<th>STL-10-40</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PRECISION</td>
<td>RECALL</td>
</tr>
<tr>
<td>UDA [47]</td>
<td>0.9783</td>
<td>0.9776</td>
</tr>
<tr>
<td>FixMatch [43]</td>
<td>0.9731</td>
<td>0.9706</td>
</tr>
<tr>
<td>FlexMatch [52]</td>
<td>0.9566</td>
<td>0.9691</td>
</tr>
<tr>
<td>ReFixMatch</td>
<td>0.9779</td>
<td>0.9777</td>
</tr>
</tbody>
</table>

40-label split.

Figure 7. Confusion matrix of FixMatch, FlexMatch, and ReFixMatch features on CIFAR-10 with the 40-label split.

Precision, Recall, F1 and AUC

We also report precision, recall, F1-score, and AUC (area under curve) results on SVHN and STL-10 datasets with 40 labels to completely evaluate the performance of all methods in a classification setting. As demonstrated in Table 5, ReFixMatch has the best performance in accuracy, recall, F1-score, and AUC, while also having lower error rates. These measurements, along with error rates (accuracy), demonstrate the robust performance of our proposed method. Especially on STL-10, simple ReFixMatch improves precision and recall by a large margin compared with prior methods.

4.3.5 Imbalance dataset problem

For example, when dealing with imbalanced datasets such as the SVHN and ImageNet datasets, ReFixMatch outperforms both FixMatch and FlexMatch. FlexMatch fails on the SVHN dataset since CPL may yield low final thresholds for the tail classes, allowing noisy pseudo-labeled samples to be accepted and trained. In contrast, ReFixMatch preserves the high fixed threshold of FixMatch, and the final results on the SVHN dataset are improved. In addition, ReFixMatch outperforms both FixMatch and FlexMatch by a large margin without additional modules on the ImageNet.

4.4. Calibration of SSL

[8] suggests addressing confirmation bias from the calibration perspective. We measure the calibration of FixMatch, FlexMatch, ReFixMatch, and ReFixMatch+CPL on the ImageNet dataset.
Table 6. Overall accuracy under the long-tailed setting

<table>
<thead>
<tr>
<th>ALGORITHM</th>
<th>CIFAR-10-LT</th>
<th>SVHN-LT</th>
<th>CIFAR-100-LT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>λ = 100</td>
<td>λ = 100</td>
<td>λ = 20</td>
</tr>
<tr>
<td>λ = 10%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>λ = 20%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>λ = 30%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>λ = 40%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VANILLA</td>
<td>55.3±1.30</td>
<td>77.0±0.67</td>
<td>40.1±1.15</td>
</tr>
<tr>
<td>VAT [30]</td>
<td>55.3±0.88</td>
<td>81.3±0.47</td>
<td>40.4±0.34</td>
</tr>
<tr>
<td>BALMS [36]</td>
<td>57.7±0.59</td>
<td>87.6±0.53</td>
<td>50.2±0.54</td>
</tr>
<tr>
<td>VAT + CREST+PDA [46]</td>
<td>70.0±0.59</td>
<td>72.3±0.46</td>
<td>74.9±0.63</td>
</tr>
<tr>
<td>w/DARP [19]</td>
<td>73.9±0.73</td>
<td>87.6±0.19</td>
<td>54.7±0.46</td>
</tr>
<tr>
<td>w/DARP+ERT [19]</td>
<td>74.6±0.98</td>
<td>78.1±0.89</td>
<td>77.6±0.73</td>
</tr>
<tr>
<td>w/ABC [24]</td>
<td>77.2±1.60</td>
<td>81.1±0.82</td>
<td>81.5±0.29</td>
</tr>
<tr>
<td>w/ABC + ReFixMatch</td>
<td>85.4±0.01</td>
<td>81.3±0.75</td>
<td>82.1±0.25</td>
</tr>
</tbody>
</table>

Figure 10. Reliability diagrams (top) and confidence histograms (bottom) for ImageNet dataset.

5. Related Work

In SSL, self-training is extensively used [29, 41]. The model’s output probabilities are treated as “soft” labels for unlabeled data. Pseudo-labeling is a self-training variation that converts the probability to “hard” labels [23]. To alleviate the confirmation bias problem, pseudo-labeling is used together with confidence-based thresholding, which keeps unlabeled samples only when predictions are sufficiently confident [38, 43, 47, 52]. Consistency regularization is used to make predictions on perturbed versions of unlabeled data match the pseudo-label [4, 22, 40]. There are many techniques to generate perturbed versions of unlabeled data such as data augmentation [13], stochastic regularization [22, 39], and adversarial perturbations [30].

FixMatch [43] presents a hybrid approach for SSL that combines pseudo-labeling and consistency regularization. The qualified pseudo-labeling in FixMatch creates a sharpening-like effect that promotes the ability of the model to give high-confidence predictions. FlexMatch proposes a Curriculum Pseudo Labeling (CPL) approach, which allows standard SSL to train with a dynamic threshold for each class. CPL is a dynamic thresholding strategy since it dynamically adjusts the threshold for each class after each iteration, allowing better performance for each class.

[25] propose CoMatch, which combines the ideas of consistency regularization and contrastive learning, in which the target similarity of two instances is measured by the similarity of two class probability distributions, and it achieves the current state-of-the-art semi-supervised learning performance. However, the hyperparameters are extremely sensitive, and the optimal temperature and threshold vary for different datasets and settings.

SimMatch [54] proposes a novel semi-supervised learning framework that simultaneously considers semantic similarity and instance similarity. It shows that by considering consistency regularization on both the semantic level and instance level, SimMatch improves its performance and
achieves state-of-the-art semi-supervised learning.

6. Conclusions

In this paper, we present ReFixMatch, a new semi-supervised learning pipeline that improves upon the conventional FixMatch algorithm by utilizing both high-confidence and low-confidence predictions. Despite its simplicity, ReFixMatch can significantly improve the generalization of the model and boost performance without any additional computational overheads. ReFixMatch outperforms the conventional state-of-the-art methods by a large margin across datasets without introducing additional modules or computational overheads.
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