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Hyperparameter setting

We show the detailed training hyperparameter settings
for each method in Table 1. We also report the detailed hy-
perparameter settings with a specific model for each dataset
in Table 2.

Detailed results

Following the suggestion from [4], we also report the
median error rates of the last 20 checkpoints in Table 3.
The results show that our proposed ReFixMatch improves
performance and surpasses previous methods by a large
margin. Furthermore, the results also show that the model
trained using ReFixMatch keeps improving until the end of
the training process, while FlexMatch is overfit to the data.

Qualitative Analysis

We present the T-SNE visualization of features on STL-
10 test dataset with 40-label split in Figure la,1b,1c. The
visualization is using trained model from FixMatch, Flex-
Match and ReFixMatch.

(a) FixMatch (b) FlexMatch  (c) ReFixMatch
Figure 1. T-SNE visualization on STL-10 dataset with 40 labels.

Figures 2a, 2b, and 3c show the T-SNE visualization of
features on the SVHN test dataset and the CIFAR-10 test
dataset with a 40-1abel split.

As we can see, ReFixMatch produces a much clearer
boundary for each class. This clearly shows that ReFix-
Match improves the generalization of the model. In addi-
tion, we could see that although FlexMatch gives high per-
formance, its border for class separation is not clear, this is
due to the use of low threshold.

(a) FixMatch (b) FlexMatch  (c) ReFixMatch
Figure 2. T-SNE visualization on SVHN dataset with 40 labels.

(a) FixMatch (b) FlexMatch  (c) ReFixMatch
Figure 3. T-SNE visualization on CIFAR-10 dataset with 40 labels.



Table 1. Training hyperparameters

ALGORITHM

| UDA  REFIXMATCH

FIXMATCH (FLEXMATCH)

UNLABELED DATA TO LABELED DATA RATIO 7 7 7
(CIFAR-10/100, STL-10, SVHN)
UNLABELED DATA TO LABELED DATA RATIO i 1 1
(IMAGENET)
(CIFAR-10/100. STLA10. SVEN) 08 095 0.95
PRE-DEFINED THRESHOLD (IMAGENET) - 0.7 0.7
TEMPERATURE | 0.4 0.5 -
Table 2. Dataset-wise hyperparameters
DATASET \ CIFAR-10 CIFAR-100 STL-10 SVHN IMAGENET
MODEL \ WRN-28-2 WRN-28-8 WRN-37-2 WRN-28-2 RESNET-50
WEIGHT DECAY \ SE-4 1E-3 SE-4 SE-4 3E-4
BATCH SIZE | 64 128
LEARNING RATE | 0.03
SGD MOMENTUM | 0.9
EMA MOMENTUM | 0.999
UNSUPERVISED LOSS WEIGHT \ 1

Table 3. Mean error rates of last 20 checkpoints of all methods.

There are 1000 iterations between every two checkpoints

DATASET | CIFAR-10 | CIFAR-100 | SVHN | STL-10

# LABEL | 40 250 4000 | 400 2500 10000 | 40 250 1000 | 40 1000
IT MODEL 78.784224  55.791261 13.634060 | 89.271075  60.581066 38.494000 76.23 1460 18.44 1270 7.77 x0.03 77.80x063  35.631025
PSEUDO LABEL 77424100 48.331245  15.64202 | 90.01x021  58.38x042  37.641016 69.05 677 16.76<102 9.99 1035 76.44 1061 33.57 040
VAT 81.904230 42.434156  10.83+007 | 89.28111 47441068  32.664035 | 80.194408 4.54 4012 4314020 78.341120  48.36x02
MEAN TEACHER | 77.964260  42.47 4379 8.49 4021 81.58+151 45.61+12 32.38+012 47124296 3.56+004 3.38+003 76.044200  38.944114
UDA 10.96436s  5.46x007 4.604005s | 51.97+15s  29.924055  23.64405 | 53144 2.01 4003 1.974004 | 41114521 8.00x0ss
FIXMATCH 7.99 1050 5.125003 4.4610.11 48.95+110  29.19+025  23.06+012 3924118 2.09+0.05 2.06+001 44.70x6.55 7.381026
DAsH 11.02440s  5.43+020 4.681007 | 47.884151  28.62+041 22921015 | 2.28+01s 2.124004 2.07+001 | 41214525 7.52+0s
MPL 9.65+30 6.08+04s 4. 764005 | 48.45+1160  28.41x01s  22.25400s | 14. 745000 2.41 4004 2394001 | 41.494390  7.05x0s
FLEXMATCH 5.19+005 5.33+0m 4.47 1000 45914176 28.11x020  23.044028 20.81 452 17.324207 12.904268 | 44.6947.49 6.15.10.25
REFIXMATCH 5.03+011 5.16x0.10 4.43.10.0: 44.521000  27.955022 23.01200s 2.201034 2.03 1003 2.01+001 40.21+611 6.541026

ImageNet detailed results

Table 4 shows the detailed results from Table ??. Re-
FixMatch without using self-supervised pre-trained weights
outperforms previous methods such as CoMatch [3] and
SimMatch [6]. ReFixMatch achieves 75.2% of top-1 ac-
curacy with the same training duration (~ 400 epochs) and
has fewer parameters of 25.6M during training compared to
30.0M for FixMatch-EMAN, CoMatch, and SimMatch.

A. List of Data Transformations

We report the detailed augmentations used in our method
in Table 5. This list of transformations is similar to the orig-
inal list used in FixMatch [4] and FlexMatch [5].

Precision, Recall, F1 and AUC

We further report precision, recall, F1-score, and AUC
(area under curve) results on the CIFAR-10 dataset. As
shown in Table 6, ReFixMatch also has the best perfor-
mance on precision, recall, F1-score, and AUC.



Table 4. Accuracy results on ImageNet with 10% labeled examples using [3] and [6] source code.

SELF-SUPERVISED PARAMS EPoOCHS
METHOD Top-1 Topr-5
PRE-TRAINING (TRAIN/TEST)
NONE FIXMATCH 71.5 89.1 25.6M/25.6M ~ 300
MoOCO0-EMAN [1] FIXMATCH-EMAN [1] 74.0 90.9 30.0M/25.6M ~ 1100
NONE COMATCH [3] 73.6 91.6 30.0M/25.6M ~ 400
MoCo V2 [2] COMATCH [3] 73.7 91.4 30.0M/25.6M ~ 1200
NONE SIMMATCH [0] 74.4 91.6 30.0M/25.6M ~ 400
NONE REFIXMATCH \ 75.2 91.9 25.6M/25.6M ~ 400
Table 5. List of transformations used in RandAugment
TRANSFORMATION DESCRIPTION PARAMETER RANGE
AUTOCONTRAST MAXIMIZES THE IMAGE CONTRAST BY SETTING THE DARKEST
(LIGHTEST) PIXEL TO BLACK (WHITE).
BRIGHTNESS ADJUSTS THE BRIGHTNESS OF THE IMAGE. B = (0 RETURNS A B [0.05,
BLACK IMAGE, B = 1 RETURNS THE ORIGINAL IMAGE. 0.95]
COLOR ADIUSTS THE COLOR BALANCE OF THE IMAGE LIKEINATV.C =0 C [0.05,
RETURNS A BLACK & WHITE IMAGE, C' = 1 RETURNS THE ORIGI- 0.95]
NAL IMAGE.
CONTRAST CONTROLS THE CONTRAST OF THE IMAGE. A C' = O RETURNS A C(C [0.05,
GRAY IMAGE, C' = 1 RETURNS THE ORIGINAL IMAGE. 0.95]
EQUALIZE EQUALIZES THE IMAGE HISTOGRAM.
IDENTITY RETURNS THE ORIGINAL IMAGE.
POSTERIZE REDUCES EACH PIXEL TO B BITS. B [4, 8]
ROTATE ROTATES THE IMAGE BY 6 DEGREES. 0 [-30, 30]
SHARPNESS ADJUSTS THE SHARPNESS OF THE IMAGE, WHERE S = 0 RETURNS S [0.05,
A BLURRED IMAGE, AND S = 1 RETURNS THE ORIGINAL IMAGE. 0.95]
SHEAR_X SHEARS THE IMAGE ALONG THE HORIZONTAL AXIS WITHRATE R. R [-0.3,
0.3]
SHEAR_Y SHEARS THE IMAGE ALONG THE VERTICAL AXIS WITH RATE R. R [-0.3,
0.3]
SOLARIZE INVERTS ALL PIXELS ABOVE A THRESHOLD VALUE OF 1. T [0, 1]
TRANSLATE_X TRANSLATES THE IMAGE HORIZONTALLY BY (AXIMAGE WIDTH) A\ [-0.3,
PIXELS. 0.3]
TRANSLATE_Y TRANSLATES THE IMAGE VERTICALLY BY (AXIMAGE HEIGHT) PIX- A\ [-0.3,
ELS. 0.3]

Table 6. Precision, recall, F1-score and AUC results on CIFAR-10.

LABEL AMOUNT | 40 LABELS | 4000 LABELS

CRITERIA ‘ PRECISION RECALL F1-SCORE AUC ‘ PRECISION RECALL F1-SCORE AUC

FIXMATCH 0.9333 0.9290 0.9278 0.9910 ‘ 0.9571 0.9571 0.9569 0.9984

FLEXMATCH 0.9506 0.9507 0.9506 0.9975 ‘ 0.9580 0.9581 0.9580 0.9984

REFIXMATCH 0.9513 0.9513 0.9510 0.9976 ‘ 0.9582 0.9583 0.9582 0.9986
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