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Abstract

Existing action recognition methods are typically actor-

specific due to the intrinsic topological and apparent differ-
ences among the actors. This requires actor-specific pose
estimation (e.g., humans vs. animals), leading to cum-
bersome model design complexity and high maintenance
costs. Moreover, they often focus on learning the visual
modality alone and single-label classification whilst ne-
glecting other available information sources (e.g., class
name text) and the concurrent occurrence of multiple ac-
tions. To overcome these limitations, we propose a new ap-
proach called ‘actor-agnostic multi-modal multi-label ac-
tion recognition,’ which offers a unified solution for various
types of actors, including humans and animals. We fur-
ther formulate a novel Multi-modal Semantic Query Net-
work (MSQNet) model in a transformer-based object de-
tection framework (e.g., DETR), characterized by leverag-
ing visual and textual modalities to represent the action
classes better. The elimination of actor-specific model de-
signs is a key advantage, as it removes the need for actor
pose estimation altogether. Extensive experiments on five
publicly available benchmarks show that our MSQNet con-
sistently outperforms the prior arts of actor-specific alter-
natives on human and animal single- and multi-label action
recognition tasks by up to 50%. Code is made available at
https://github.com/mondalanindya/MSQNet.

1. Introduction

Action recognition has been extensively studied, focus-

ing on humans as the actors [30, 29, 16, 32, 53, 14, 25, 2, 6],

benefiting a variety of applications, e.g., healthcare [5, 75],

virtual and augmented reality [33], and many more [27].

While majority of research has concentrated on humans,

there is potential for action recognition to be applied to an-

imals as well [39]. However, recognizing actions and be-

haviors in animals presents a challenging task. Animals

*Authors have equal contributions.

often exhibit different shapes, sizes, and appearances, as

illustrated in Figure 1. As a result, it becomes necessary

to develop more sophisticated and customized designs tai-

lored to the unique characteristics of each animal actor. One

approach to achieve this is by incorporating specific pose

information of the actors [39]. Consequently, the ultimate

solution becomes tailored to each specific animal actor. Fur-

thermore, most existing methods for action recognition fo-

cus on single-label classification, which means they are de-

signed to assign a single action label to a given video. How-

ever, in real-world scenarios, multiple actions may occur

within a single video, making the task more complex. These

methods rely exclusively on video data for model training

and inference. As a result, the textual information contained

within action class names, often represented as discrete en-

coded numbers, is often disregarded, even though it could

provide valuable context and information.

In order to address the limitations mentioned above, we

propose a new problem formulation – multi-modal multi-
label learning for actor-agnostic action recognition. This

novel problem setting aims to utilize multiple sources of in-

formation, including visual and textual data, to predict mul-

tiple action labels for each video. An essential prerequi-

site is for the model to remain independent of the actor’s

identity, thus ensuring its broader applicability and ease of

deployment without relying heavily on specific actor traits.

This encourages the advancement of sophisticated action

recognition models that offer practical benefits in terms of

computation and cost-effectiveness. In this direction, we

introduce a novel Multi-modal Semantic Query Network

(MSQNet), inspired by the Transformer based detection

framework (e.g., DETR [35]). By treating multi-label ac-

tion classification as a specialized form of object detection,

MSQNet eliminates the reliance on explicit localization and

actor-specific information like actor’s pose, thus making it

actor-agnostic. Importantly, we design a multi-modal se-

mantic query learning scheme to incorporate visual and tex-

tual information using a pretrained vision-language model

(e.g., CLIP [18]). This approach allows us to combine and

utilize both visual and textual data in a trainable manner.

This ICCV workshop paper is the Open Access version, provided by the Computer Vision
Foundation. Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.
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Figure 1. Illustration of large action variation across different actors (e.g., animals and humans). Such differences often motivate the

development of actor-specific action recognition models, such as using actor-specific pose estimation [39]

.

This results in a more comprehensive and precise represen-

tation of action classes, while simultaneously acquiring the

distinct characteristics of actors directly from the training

data without requiring actor-specific elements.

Our contributions are summarized as follows: (1) We in-

troduce a new problem formulation of multi-modal multi-
label learning for actor-agnostic action recognition in un-

constrained videos. Using a single model architecture

for various action tasks minimizes the cumbersome need

for actor-specific design, improving model generalization

and maintenance efficiency. (2) To tackle this problem,

we design a novel Multi-modal Semantic Query Network
(MSQNet) model that casts the multi-label action classifi-

cation problem into a multi-modal target detection task in

the elegant Transformer encoder-decoder framework. It is

characterized by a principled vision-language information

fusion design for creating richer label queries so that more

accurate action classes can be recognized eventually, with-

out requiring actor-specific pose information. (3) Through

rigorous experimentation on five publicly available bench-

marks, we demonstrate that our MSQNet consistently sur-

passes previous more complex, actor-specific alternatives

for human and animal multi-label action recognition tasks.

2. Related Work
Action Recognition: Accurate encoding of spatial and

motion information is crucial for recognizing actions in un-

constrained videos. Early attempts at video understand-

ing used a combination of 2D or 3D convolution and se-

quential models in order to capture the spatial and temporal

information [10, 17, 61]. Recently, researchers have pro-

posed vision transformer-based models [2, 37, 66], which

effectively consider long-range spatio-temporal relation-

ships and have comfortably surpassed their convolutional

counterparts. While earlier models mostly consider uni-

modal solutions, recent works, such as ActionCLIP [57],

and XCLIP [40] adopted multi-modal approach by utilizing

CLIP and driving it for video understanding. However, all

existing works are actor-specific, i.e., they consider actions

either by humans [2, 45] or by animals [39]. We aim to ad-

dress this limitation by addressing an actor-agnostic action

recognition problem, which, to our knowledge, is the first

of its kind.

Vision Transformers (ViTs): Inspired by the success

of attention-based Transformer [55] models in NLP, Doso-

vitskiy et al. adapted the framework for image classifica-

tion and named it Vision Transformer (ViT) [13]. With the

success of ViT, many others came out with their frame-

works focusing on efficient training [51], shifted window-

based self-attention [36], deeper architectures [52], self-

supervised pretraining [9], etc. Following them, Carion et
al. [8] considered the CNN feature maps within a classical

Transformer encoder-decoder architecture to design an end-

to-end object detection framework called DETR [8]. This

was improved further by several DETR-like object detec-

tors focusing on training [76, 35] and data efficiency [59].

Self-attention has also been explored in dense prediction

tasks like image segmentation, where hierarchical pyramid

ViT [58], progressive upsampling, and multi-level feature

aggregation [71], masking based predictions [48]. In ad-

dition to these works on the image domain, Transformers

have been adopted on top of convolutional feature maps

for action localization and recognition [20], video classi-

fication [60], and group activity recognition [19], which

were extended in pure Transformer based models consider-

ing spatio-temporal attention [6, 50]. In this paper, we have

adapted the Transformers as part of our video encoder to

consider fine-grained features and their spatial and temporal

relationships to model actor-agnostic action classification

tasks. Besides, we take advantage of the DETR framework

for multi-label action recognition, which has never been at-

tempted in previous action models.

Vision Language Models: Numerous applications have

demonstrated the high effectiveness of large-scale pretrain-

ing of image-text representations, including but not limited

to, text-to-image retrieval [62], image captioning [65], vi-
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Figure 2. Overview of our MSQNet model for multi-label action recognition using multi-modal query. It has three key components: a

spatio-temporal video encoder, a vision-language query encoder and a multi-modal decoder. The video encoder extracts the spatio-temporal

features from an input video, the query encoder merges the visual and textual information, and the multi-modal decoder transforms the video

encoding to make multi-label classification with a feed-forward network (FFN). Note that two separate visual encoders are employed for

distinct purposes. The video encoder extracts spatio-temporal features from videos, while the CLIP image encoder captures complementary

features aligned with textual content.

sual question answering [1], few and zero-shot recognition

[68, 73], object detection [21, 4, 74], and image segmenta-

tion [12, 31, 72]. As a result of their success, foundational

vision-language models such as CLIP [44] and ALIGN [23]

have become quite popular in the computer vision commu-

nity. However, when attempting to transfer this knowledge

from vision-language models to videos, challenges arise

due to the limited availability of temporal information at

the image level. To address this problem, recent research

such as [57, 40, 42] have attempted to adapt the popular

CLIP model to videos by incorporating additional learnable

components, including self-attention layers, textual or vi-

sion prompts, etc. In contrast to these existing models, our

approach involves using pretrained vision-language models

to create multi-modal semantic queries that can be plugged

into the Transformer decoder network for extracting the key

features from the video encoder for actor-agnostic multi-

label classification.

3. Multi-modal Semantic Query Network

We introduce the MSQNet, a vision language model

(VLM) in the transformer architecture, to perform multi-

label multi-modal action classification in an actor-agnostic
way. As shown in Figure 2, our model consists of three

components: (1) a spatio-temporal video encoder that takes

into account fine-grained spatial and motion cues, (2) a

multi-modal query encoder that combines information from

both video and action class-specific sources, and (3) a multi-
modal decoder that employs multi-headed self-attention

and encoder-decoder attention mechanisms to transform the

video encoding. We start with an overview of the video en-

coder in Section 3.1, followed by a description of multi-

modal query encoder in Section 3.2 and a sketch of our

multi-modal decoder in Section 3.3. Finally, we outline our

learning objective in Section 3.4.

3.1. Spatio-temporal Video Encoder

Consider a video V ∈ R
T×3×H×W of spatial dimension

H × W with T sampled frames. Following the existing

video Transformer models [6, 2], each frame is divided into

N non-overlapping square patches of size P × P , with the

total number of patches being N = HW/P 2. We flatten

these patches into vectors and represented those vectors as

x(p,t) ∈ R
3P 2

, where p = 1, . . . , N denoting spatial lo-

cations and t = 1, . . . , T depicting an index over frames.

We then map each patch x(p,t) into an embedding vector

z
(0)
(p,t) ∈ R

D′
by a projection layer Wemb ∈ R

3P 2×D′
:

z
(0)
(p,t) = Wembx(p,t) + epos(p,t) (1)

where epos

(p,t) ∈ R
D′

represents a learnable positional em-

bedding to encode the spatio-temporal position of each

patch. The resulting sequence of embedded vectors z
(0)
(p,t)

(p = 1, . . . , N , and t = 1, . . . , T ) represents the input of

the Transformer encoder [13]. Following most Transform-

ers, we add in the first position of the sequence a special

learnable vector z
(0)
(0,0) ∈ R

D′
depicting the embedding of

the global token. From the video encoder with Lv number

786



of layers, we thus obtain the patch level representation at

each layer l as:

z
(l)
(p,t) = f

(l)
θv

(z
(l−1)
(p,t) ), l ∈ 1, . . . , Lv (2)

where f
(l)
θv

is the l-th layer of the video encoder. Finally,

to obtain a global frame level representation, all the patch

tokens from each of the frames are averaged and then pro-

jected to a dimension D using a linear projection layer (also

called global encoder) Wout ∈ R
D×D′

vt = Woutz
(Lv)
t , (3)

where z
(Lv)
t = AvgPool([z

(Lv)
(0,t) , . . . , z

(Lv)
(N,t)]), vt is the

output representation of frame t and z
(Lv)
(0,0) is the global

token from the output sequence of the last layer of

the video encoder. The sequence representing the

video V comprises the global token z
(Lv)
(0,0) and also the

frame level representations [v1, . . . ,vN ], and takes the

form of [z
(Lv)
(0,0),v1, . . . ,vN ], which we write as F =

[v0,v1, . . . ,vN ] by abuse of notations.

3.2. Multi-modal Query Encoder

Given a training video V ∈ R
T×3×H×W with multi-

class action labels Y , we construct multi-modal query for

our Transformer decoder network. The multi-modal query

is formed by fusing the learnable label embedding and

video-specific embedding. In our case, the learnable label

embedding for a class is a D dimensional learnable vec-

tor, depicted as Ql ∈ R
K×D for a dataset, where K is

the total number of classes in that dataset. In our train-

ing, we initialize Ql with the text embeddings of the cor-

responding classes. For obtaining those D dimensional text

embeddings, a pretrained text encoder is used, e.g., a 12
layer CLIP [44] model (for CLIP B/16 variant) with an em-

bedding size of D = 512. For obtaining the video em-

bedding, we employ the CLIP [18] image encoder (CLIP

B/16 variant) on the T frames independently as a batch of

images and produce frame-level embeddings of dimension

D′′. These frame level embeddings are average pooled to

obtain a video embedding Qv ∈ R
D′′

. Note that we use the

CLIP image encoder to extract complementary video fea-

tures that are aligned with the textual content. This serves

a different purpose from the spatio-temporal video encoder

described in Section 3.1. In order to form a multi-modal

query, we concatenate Ql and Qv and deploy a linear pro-

jection with weights Wque ∈ R
D×(D+D′′) resulting the

multi-modal query Q0 = Wque[Ql,Qv], where [·, ·] de-

notes the concatenation operation.

Discussion: Initially, the proposed model design is inde-

pendent of poses, ensuring that our solution is not limited to

specific actors. Subsequently, the amalgamation of textual

data and visual embeddings yields a comprehensive repre-

sentation of actions, enhancing the model’s expressive ca-

pacity. Lastly, incorporating general textual embedding en-

ables the model to exhibit zero-shot capabilities.

3.3. Multi-modal Decoder

After obtaining the spatio-temporal features F of in-

put video from the video encoder, we consider the multi-

modal semantic queries Q0 ∈ R
K×D from the multi-modal

query encoder. We then perform self- and cross-attention

to pool action-specific features from the spatio-temporal

video representation using multi-layer Transformer de-

coders. We use the standard Transformer architecture, with

a multi-head self-attention (MultiHeadSA) module, a cross-

attention (MultiHeadCA) module, and a position-wise feed-

forward network (FFN). Each decoder layer l updates the

queries Ql−1 from the outputs of its previous layer as fol-

lows:

Q(1)
l = MultiHeadSA(Q̃l−1, Q̃l−1,Ql−1), (4)

Q(2)
l = MultiHeadCA(Q̃(1)

l , F̃ ,F), (5)

Ql = FFN(Q(2)
l ), (6)

where the tilde denotes the original vectors modified by

adding position encodings, Q(1)
l and Q(2)

l are two interme-

diate variables. For the sake of simplicity, we exclude the

parameters of the MultiHead attention and FFN functions,

which are identical to those in the standard Transformer

decoder [55]. Each label embedding Ql−1,k ∈ R
D, k ∈

{1, . . . ,K}, evaluates the spatio-temporal frame features F̃
to find where to attend and then combine with the features of

interest. This results in a better category-related feature for

label embedding. The label embedding is then updated with

this new feature. This process is repeated for each layer of

the decoder network. As a result, the label embeddings Qk

are updated layer by layer and progressively injected with

contextualized information from the input video via self-

and cross-attention. In this way, the embeddings can be

learned end-to-end from data and model label correlations

implicitly.

Feature projection: To perform single-label classification,

we require our model to be confident in the correct action

label. For multi-label classification, we consider each pre-

dicted label as a binary classification problem. To achieve

this, we project the feature representation of each class from

the L-th layer of the Transformer decoder QL,k ∈ R
D onto

a linear projection layer. This step is followed by applying

an activation function σ, which is implemented as Softmax

for single-label tasks and as a Sigmoid function for multi-

label action classification tasks:

pk = σ(WkQL,k + bk), (7)
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where Wk ∈ R
D, W = [W1, ...,WK ]T ∈ R

K×D, and bk ∈
R, b = [b1, . . . , bK ]T ∈ R

K are the linear layer parameters

and p = [p1, . . . , pK ]T ∈ R
K are the probabilities of each

class. We see p as a function mapping an input video to

class probabilities.

3.4. Learning Objective

Given a video V , our objective is to train our model in

a way so that the predicted probability for each action class

p = [p1, . . . , pK ]T ∈ R
K matches with the ground truth.

Thus we train our model using the categorical cross-entropy

loss as the final learning objective.

L = − 1

n

n∑

i=1

K∑

j=1

yij log(pij), (8)

where n is the number of samples or observations and

K is the number of classes. Specifically, on a single-

label dataset, such as Thumos14, we use the “classical”

cross-entropy loss useful for multi-class single-label set-

tings, whereas, for other datasets which are multi-label, we

use binary cross-entropy loss.

4. Experiments
Datasets: We evaluate both single-label and multi-label

action recognition datasets: (1) Thumos14 [22], a single-

label dataset, consists of 13,000 videos from 20 classes,

with 1,010 validation and 1500 untrimmed test videos. (2)

Hockey [47], a multi-label dataset, has 12 activities across

36 videos. (3) Charades [46] contains 66,500 annotations

for 157 actions and is divided into 7,986 training and 1,863

validation multi-label videos. (4) Animal Kingdom [39]

is a large multi-label dataset with over 50 hours of footage

featuring wild animals from different classes and environ-

ments. It consists of 30,000 video sequences, including over

850 species from Mammalia, Aves, Reptilia, Amphibia,

Pisces, and Insects. (5) HMDB51 [28] is a comprehensive

compilation of original videos from various sources, includ-

ing films and online videos. It comprises 6,766 video clips

spanning 51 different action categories, such as “jump”,

“kiss”, “laugh” etc. Each class consists of at least 101 clips.

Training details: We train our model for 100 epochs with

a cosine decay scheduler and an initial learning rate of

0.00001 using Adam optimizer [26]. Unless otherwise

stated, we set the number of frames for training to 16. We

use the BCEWithLogitsLoss for Animal Kingdom, Cha-

rades Hockey, Volleyball, and the CrossEntropyLoss for

Thumos14 and HMDB51.

Evaluation metrics: Following the existing protocol, we

use accuracy [41] as the evaluation metric for Hockey, Vol-

leyball, Thumos14 and HMDB51. For Animal Kingdom

and Charades datasets, we use the mean average precision

(mAP) [49] for performance measurement.

4.1. Supervised learning evaluation

Setting: This is the most conventional setting where a la-

beled dataset DS with labels YS = {Yi}ni=1 is available for

model training.

Results: We present the comparative results in Table 1. For

the Charades dataset, we compare our model with AFAC

[69], MViT [15], and ActionCLIP [57]. In the case of

the Thumos14 dataset, we have considered BMN [34], R-

C3D [64], and SSN [70]. For Animal Kingdom, we only

consider CARe [39] with two backbones (X3D and I3D),

as no other method presented their results on it. For the

Hockey dataset, we consider EO-SVM [7] and AFAC [69].

Finally, for HMDB51 in Table 2, we consider BIKE [63],

R2+1D-BERT [24], and VideoMAE V2-g [56] for compar-

ison. We have used two settings to evaluate MSQNet, one

with learnable queries (i.e. only text cues, without the video

cues) and the other with multi-modal queries, considering

both the learnable queries and video cues. We utilized the

backbone of ViT-B, C3D, and TimeSformer trained on the

Kinetics-400 [25] and I3D for fair comparison. As seen

in Table 1 and Table 2, our multi-modal setting surpasses

all the previous approaches. Notably, the improvement is

significant for the Animal Kingdom [39] dataset, suggest-

ing that integrating vision-language information is benefi-

cial for handling diverse actions across various species and

genera. Furthermore, MSQNet’s outstanding performance

on the three human action datasets confirms the generaliz-

ability of our model, as it is independent of specific actors.

4.2. Zero-shot learning evaluation

Setting: In this setting, the model is trained on a source

dataset Dtrain and tested directly on a target dataset Dtest.

The source dataset Dtrain contains samples belonging to

source classes Ytrain = {yi}ki=0. The model is evalu-

ated on the target dataset Dtest with classes Ytest, such that

Ytrain

⋂
Ytest = φ, i.e., the action categories for training and

testing remain disjoint. For this experiment, we have con-

sidered three datasets: (1) Thumos14 [22], (2) Charades

[46], and (3) HMDB51 [28]. For Thumos14, we consider

the dataset splits proposed by [38]. For HMDB51, we con-

sider the zero-shot splits by [43]. In the case of Charades

[46], since no such split is publicly available, we have de-

fined our own random splits for conducting the zero-shot

experiments, which we will make publicly available upon

the acceptance of this paper. Specifically, for this experi-

mental setting, we consider two different dataset splits for

Thumos14, Charades, and HMDB51: (1) Ytrain and Ytest

respectively contain 75% and 25% of the total number of

classes, (2) Ytrain and Ytest respectively contain 50% and

50% of the total number of classes in the dataset. To en-

sure statistical significance, we have followed [38] and con-

sidered 10 different random splits of action classes with the

aforementioned settings.

788



Charades [46] Thumos 14 [22]

Method Backbone Pretrain MMQ mAP Method Backbone Pretrain MMQ Accuracy
AFAC [69] Nonlocal-101 - No 44.20 SSN [70] C3D - No 45.42

MViT [15] SlowFast K600 No 43.90 R-C3D [64] C3D - No 57.19

ActionCLIP [57] ViT-B - No 44.30 BMN [34] C3D S1M No 62.12

MSQNet ViT-B K400 No 43.99 MSQNet C3D K400 No 67.47

MSQNet TS K400 No 44.11 MSQNet TS K400 Yes 79.71
MSQNet TS K400 Yes 47.57 MSQNet TS K400 Yes 83.16

Animal Kingdom [39] Hockey [47]

Method Backbone Pretrain MMQ mAP Method Backbone Pretrain MMQ
Multilabel
Accuracy

CARe [39] X3D - No 25.25 EO-SVM [7] - - No 90.00

CARe [39] I3D - No 16.48 AFAC [69] CSN-152 [53] - No 96.30

MSQNet I3D - No 55.59 MSQNet I3D - No 93.29

MSQNet TS K400 No 71.63 MSQNet TS K400 No 93.45

MSQNet TS K400 Yes 73.10 MSQNet TS K400 Yes 96.95
Table 1. Comparing our MSQNet against the state-of-the-art in the supervised learning setting. The best results are in bold. K400:

Kinetics-400; K600: Kinetics-600; S1M: Sports-1M; TS: TimeSformer; MMQ: Multi-modal Query.

Method Backbone Pretrain MM Accuracy

BIKE [63] ViT WIT-400M Yes 84.31

R2+1D-BERT [24] R(2+1)D IG65M No 85.10

VideoMAE V2-g [56] ViT K400/K600 No 88.10

MSQNet TS K400 Yes 93.25
Table 2. Supervised learning performance on HMDB51. The best

results are highlighted in bold.

Results: We present the experimental results for zero-

shot setting in Table 3. Unfortunately, we were unable

to run VideoCOCA [67], CLIP-Hitchiker [3] and, BIKE

[63] on our splits for the unavailability of their open-source

codes. Therefore, we followed the settings mentioned in

Section 4.2 to ensure a fair evaluation, and we still report

their scores for all the datasets. While comparing, we con-

sider different components of our MSQNet model in Ta-

ble 3: (1) Vanilla MSQNet: MSQNet without text initial-

ization and video embeddings; (2) Vanilla MSQNet + Text
Init.: MSQNet with text initialisation, but without video

embeddings; (3) MSQNet: our full model with text initiali-

sation and video embeddings. We further compare MSQNet

against their respective SoTA for all three datasets. The re-

sults in Table 3 demonstrate that our MSQNet model out-

performs the baselines by a significant margin, highlighting

the effectiveness of the different model components. Fur-

thermore, the results emphasize the importance of video

embeddings for achieving zero-shot capabilities in the two

datasets.

4.3. Further analysis

Video encoder: In Table 4, we demonstrate the impact of

various backbones on the performance of MSQNet. Our

analysis focuses on state-of-the-art backbone architectures

such as VideoMAE [50] and TimeSformer [6], which we

use to initialize our video encoder. We leverage the Ani-

Split Method Thumos 14 Charades HMDB51

Reported

VideoCOCA [67] - 21.1 58.70

CLIP-Hitchhiker [3] - 25.8 -

BIKE - - 61.40

50% Seen

Vanilla MSQNet 49.37 15.87 45.66

Vanilla MSQNet + Text Init 53.76 18.30 51.22

MSQNet 63.98 30.91 59.24

75% Seen

Vanilla MSQNet 52.02 17.43 48.37

Vanilla MSQNet + Text Init 60.28 18.62 59.58

MSQNet 75.33 35.59 69.43
Table 3. Comparing MSQNet against state-of-the-art in zero-shot

setting. We report multilabel accuracy scores for Thumos 14,

HMDB51, and mAP for the Charades dataset. The best results

are in bold.

Backbone Animal Kingdom
(mAP)

Charades
(mAP)

VideoMAE [50] 71.19 41.69

TimeSformer [6] 73.10 47.57
Table 4. Performance of MSQNet using different weights for the

video encoder. The best scores are in bold.

# Frames AK (mAP) Charades (mAP)

8 67.74 43.06

10 69.73 45.33
16 73.10 47.57

Table 5. Performance of MSQNet with a different number of

frames. The best and the second-best scores are in red and blue.

AK: Animal Kingdom

mal Kingdom and Charades datasets to assess the efficacy

of these backbones. Our results reveal that the TimeSformer

[6] backbone outperforms the VideoMAE [50] backbone on

both datasets. The success of TimeSformer can be attributed

to its “divided attention”, which enables the network to at-

tend separately to spatial and temporal features within each

block, leading to enhanced video classification accuracy.

Number of frames: In our MSQNet model, we have con-
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Figure 3. Attention rollout on sample videos from Animal Kingdom [39] showing raw frames, heatmap with only bare backbone, with

uni-modal prompt, and MSQNet.

sidered videos with 16 (i.e., T = 16) frames as a default

setting. However, we have also experimented with clips

of lengths 8 and 10 frames. As we can see from Table 5,

using 16 frames gives us the best performance. This find-

ing is attributed to the fact that sampling more frames pro-

vides a more extensive comprehension of intricate actions

and events that can occur over an extended duration. Our

finding is consistent over both human and animal action

datasets, respectively.

Importance of multi-modal queries: The results pre-

sented in the final two rows for each dataset in Table 1

exemplify the advantage of integrating learnable queries

(i.e. textual features) and visual features to augment the per-

formance of our model. Through visual and textual cues,

our model can achieve a more comprehensive understand-

ing of the context surrounding a particular scene or action.

This is particularly beneficial in animal datasets, where the

CLIP image encoder can be employed to its full potential.

This is because the CLIP has undergone pretraining on mil-

lions of image-text pairs [44], thereby gaining outstanding

zero-shot capability. Consequently, our model excels in di-

verse scenarios, accommodating a wide range of actors.

Effect of Text Encoding: We evaluate the effect of text

encoding in the supervised setting of our MSQNet model.

We have tested two common text encoders: BERT [11] and

CLIP [44]. In Table 6, we observe that the multi-modality

(vision and language) learning based on CLIP is superior to

the pure language model BERT. This is not surprising that

the former boasts a more robust feature embedding capabil-

ity, given its extensive pretraining with millions of image-

text pairs. Further, it is noteworthy that their difference is

not substantial, suggesting the robustness of our method in

the text encoding component.

Text Encoder AK (mAP) Charades (mAP)

BERT [11] 69.81 43.57

CLIP [44] 71.63 44.11
Table 6. Effect of text encoding with our MSQNet.

4.4. Visualization

Qualitative analysis: We employed a feature attention vi-

sualization to examine the behavior of MSQNet, as shown

in Figure 3. In row 2, we observed that the Vanilla MSQNet

(the one with the video encoder alone concentrates on the

background to classify the “Eating” and “Walking” ac-

tions for the “Horse” diagram. However, when we intro-

duced textual information to the Vanilla MSQNet (row 3),

the attention shifted entirely to the horse’s body. We en-

hanced the model’s performance by integrating the CLIP

image encoder into the uni-modal MSQNet. The atten-

tion heatmap demonstrates that introducing a multi-modal

prompt to MSQNet allows it to accurately classify “Eat-

ing” by emphasizing key features such as the horse, mouth,

and grass. Meanwhile, when predicting “Walking” (row

4), the attention focuses on the horses’ legs. Similarly, for
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Animal Kingdom Charades

Figure 4. Video embeddings without and with the proposed multi-modal query learning on Animal Kingdom and Charades. Arrow shows

the transition.

Figure 5. Confidence scores of top-5 classes predicted by our

MSQNet. Correctly classified action classes are marked with a

�.

the “Meerkat and Snake” diagram, MSQNet (row 4) cor-

rectly attends to the intended frame regions while iden-

tifying the actions “Standing”, “Standing and Crawling”,

and “Crawling” more effectively than their uni-modal and

bare video backbone counterparts. This confirms the effec-

tiveness of our approach of leveraging pre-trained vision-

language knowledge for accurate action classification.

Further, inspired by [17], we visualize the confidence

scores for the top-5 classes predicted by MSQNet, as shown

in Figure 5 and https://i.imgur.com/GPoqH8C.gif. Notably,

all the top-class predictions exhibit a strong correlation, in-

dicating the robust generalization capabilities of our model.

Feature visualization : The plots in Figure 4 show the t-

SNE [54] diagram of the video representations from the

Animal Kingdom and Charades datasets. The visualiza-

tions demonstrate that the embeddings of the action classes

become more distinguishable and meaningful after pass-

ing through the multi-modal transformer decoder. These

findings suggest that the MSQNet is capable of accurately

classifying actions, regardless of the characteristics of the

datasets being used.

5. Conclusion
Our proposed MSQNet model utilizes visual and tex-

tual information from a pretrained vision-language model

to accurately define action classes, eliminating the need

for actor-specific design. We achieve improved model de-

sign and maintenance efficiency by framing the problem

as a multi-modal target detection task within the Trans-

former decoder. Extensive experiments conducted on multi-

ple benchmarks demonstrate the superiority of our approach

over previous actor-specific alternatives for multi-label ac-

tion recognition tasks involving both humans and animals

as actors, including both fully-supervised and zero-shot sce-

narios.

In the future, we have plans to explore advancements in

multi-modal learning techniques further and explore the in-

tegration of additional modalities, such as audio, to enhance

our model’s capabilities. Furthermore, we aim to extend our

model to address action detection tasks, allowing for a more

comprehensive video action understanding.
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Gabriel Synnaeve, and Hervé Jégou. Going deeper with im-

age transformers. In ICCV, 2021. 2

[53] Du Tran, Heng Wang, Lorenzo Torresani, and Matt Feis-

zli. Video classification with channel-separated convolu-

tional networks. In ICCV, 2019. 1, 6

[54] Laurens Van der Maaten and Geoffrey Hinton. Visualizing

data using t-sne. JMLR, 2008. 8

[55] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszko-

reit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia

Polosukhin. Attention is all you need. NeurIPS, 2017. 2, 4

[56] Limin Wang, Bingkun Huang, Zhiyu Zhao, Zhan Tong, Yi-

nan He, Yi Wang, Yali Wang, and Yu Qiao. VideoMAE V2:

Scaling video masked autoencoders with dual masking. In

CVPR, 2023. 5, 6

[57] Mengmeng Wang, Jiazheng Xing, and Yong Liu. Actionclip:

A new paradigm for video action recognition. arXiv preprint
arXiv:2109.08472, 2021. 2, 3, 5, 6

[58] Wenhai Wang, Enze Xie, Xiang Li, Deng-Ping Fan, Kaitao

Song, Ding Liang, Tong Lu, Ping Luo, and Ling Shao. Pyra-

mid vision transformer: A versatile backbone for dense pre-

diction without convolutions. In ICCV, 2021. 2

[59] Wen Wang, Jing Zhang, Yang Cao, Yongliang Shen, and

Dacheng Tao. Towards data-efficient detection transformers.

In ECCV, 2022. 2

[60] Xiaolong Wang, Ross Girshick, Abhinav Gupta, and Kaim-

ing He. Non-local neural networks. In CVPR, 2018. 2

[61] Yunbo Wang, Mingsheng Long, Jianmin Wang, and Philip S

Yu. Spatiotemporal pyramid network for video action recog-

nition. In CVPR, 2017. 2

[62] Zihao Wang, Xihui Liu, Hongsheng Li, Lu Sheng, Junjie

Yan, Xiaogang Wang, and Jing Shao. Camp: Cross-modal

adaptive message passing for text-image retrieval. In ICCV,

2019. 2

[63] Wenhao Wu, Xiaohan Wang, Haipeng Luo, Jingdong Wang,

Yi Yang, and Wanli Ouyang. Bidirectional cross-modal

knowledge exploration for video recognition with pre-

trained vision-language models. In CVPR, 2023. 5, 6

[64] Huijuan Xu, Abir Das, and Kate Saenko. Two-stream re-

gion convolutional 3d network for temporal activity detec-

tion. IEEE TPAMI, 2019. 5, 6

[65] Kelvin Xu, Jimmy Ba, Ryan Kiros, Kyunghyun Cho, Aaron

Courville, Ruslan Salakhudinov, Rich Zemel, and Yoshua

Bengio. Show, attend and tell: Neural image caption gen-

eration with visual attention. In ICML, 2015. 2

793



[66] Shen Yan, Xuehan Xiong, Anurag Arnab, Zhichao Lu, Mi

Zhang, Chen Sun, and Cordelia Schmid. Multiview trans-

formers for video recognition. In CVPR, 2022. 2

[67] Shen Yan, Tao Zhu, Zirui Wang, Yuan Cao, Mi Zhang,

Soham Ghosh, Yonghui Wu, and Jiahui Yu. VideoCoCa:

Video-text modeling with zero-shot transfer from contrastive

captioners. arXiv preprint arXiv:2212.04979, 2022. 6

[68] Renrui Zhang, Rongyao Fang, Wei Zhang, Peng Gao,

Kunchang Li, Jifeng Dai, Yu Qiao, and Hongsheng Li.

Tip-adapter: Training-free clip-adapter for better vision-

language modeling. In ECCV, 2022. 3

[69] Yanyi Zhang, Xinyu Li, and Ivan Marsic. Multi-label ac-

tivity recognition using activity-specific features and activity

correlations. In CVPR, 2021. 5, 6

[70] Yue Zhao, Yuanjun Xiong, Limin Wang, Zhirong Wu, Xi-

aoou Tang, and Dahua Lin. Temporal action detection with

structured segment networks. In ICCV, 2017. 5, 6

[71] Sixiao Zheng, Jiachen Lu, Hengshuang Zhao, Xiatian Zhu,

Zekun Luo, Yabiao Wang, Yanwei Fu, Jianfeng Feng, Tao

Xiang, Philip H.S. Torr, and Li Zhang. Rethinking semantic

segmentation from a sequence-to-sequence perspective with

transformers. In CVPR, 2021. 2

[72] Chong Zhou, Chen Change Loy, and Bo Dai. Extract free

dense labels from clip. In ECCV, 2022. 3

[73] Kaiyang Zhou, Jingkang Yang, Chen Change Loy, and Ziwei

Liu. Learning to prompt for vision-language models. IJCV,

2022. 3

[74] Xingyi Zhou, Rohit Girdhar, Armand Joulin, Philipp
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