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Abstract

We investigate the relationship between different diver-
sity metrics, accuracy, and resiliency to natural image cor-
ruptions of Deep Learning (DL) image classifier ensembles.
We evaluate existing diversity dimensions such as model
architecture, model prediction, and neuron activations, as
well as a novel diversity dimension of input attribution.

Using ResNet50 as a comparison baseline, we evaluate
the resiliency of multiple individual DL model architectures
against dataset distribution shifts corresponding to natural
image corruptions. We compare ensembles created with di-
verse model architectures trained either independently or
through a Neural Architecture Search technique and eval-
uate the correlation of prediction-based and attribution-
based diversity to the final ensemble accuracy.

Finally, we evaluate a set of diversity enforcement
heuristics for training based on negative correlation learn-
ing (NCL) and compare how effective they are to achieve
independent failure behavior.

Our key observations are: 1) model architecture is more
important for individual resiliency than model size or model
accuracy but architecture diversity in an ensemble is typ-
ically not more resilient, 2) attribution-based diversity is
less negatively correlated to the ensemble accuracy than
prediction-based diversity, 3) a balanced loss function of in-
dividual and ensemble accuracy creates more resilient en-
sembles for image natural corruptions, 4) architecture di-
versity produces more diversity than NCL in all explored
diversity metrics: predictions, attributions, and activations.

1. Introduction
In the context of Deep Learning (DL), it has been empir-

ically discovered that the use of ensembles can improve the

model’s accuracy in tasks such as regression and classifi-

cation. It has been speculated [15] that the main reason be-

hind these improvements is the implicit diversity in the solu-

tions found that when aggregated as an ensemble obtain bet-

ter predictions. In this work, we evaluate the resiliency of

diverse deep learning classifiers to out-of-distribution data

due to natural image corruptions and the role that the differ-

ent kinds of diversity play in improving it.

1.1. The case for design diversity

Design diversity [25] is a technique to increase the re-

silience of safety critical systems. It is established as a best

practice in standards such as in vehicle functional safety

[20] to prevent dependent failures, safety of the intended

functionality [21] to address system limitations of machine-

learning-based components, and avionic software [14].

A common pitfall is to misunderstand independent de-
velopment as design diversity. In [49] the designers of a

safety-critical system preferred to let multiple teams collab-

orate, although the purpose of having multiple teams is to

produce multiple designs of a single specification. This was

justified with the claim that specification problems can be

better mitigated with such collaboration but at the cost of

the sought independence.

The key problem is, that independent development can

(and will) produce designs with common failures mainly

due to the fact that independent designs do not enforce di-

verse design choices. In fact, it has been statistically proven

that independently developed software results in dependent

failure behavior on randomly selected inputs [13].

In [24], it has been shown that what is needed to reduce

dependent failure behavior is diversity in design choices. If

the choices are made satisfying certain properties, it can be

expected (in the average case) to obtain negatively corre-

lated failure behavior, i.e., better than independent.

In DL, however, design choices are not made by the hu-

man designers explicitly but are a result of the architecture,

data, and optimization approach. Furthermore, existing di-

versity metrics are not directly related to the DL model’s

design choices and are known to have a diversity-accuracy

This ICCV workshop paper is the Open Access version, provided by the Computer Vision
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trade-off [23]. In [1], the resiliency benefit of ensem-

bles in out-of-distribution inference is challenged, but the

study only considers independently created members, so the

members are expected to show dependent failure behavior.

1.2. Main research questions

To understand to what extent different kinds of diversity

in a DL ensemble impact its accuracy and generalization

to out-of-distribution data (natural image corruptions), we

aim to answer the following research questions:

RQ1: For a single model, is model accuracy, size, or

architecture the main explanatory factor of resilience

against natural image corruptions?

RQ2: In an ensemble, can an attribution-based diversity

metric improve the known accuracy-diversity trade-off?

RQ3: In an ensemble, which diversity enforcement heuris-

tic produces the most resilient models?

RQ4: How diverse are the predictions, activations, and

input feature attributions of models created with a diversity

enforcement learning approach?

The rest of the paper is structured as follows: Section 2

provides a brief overview of the current state-of-the-art in

diversity enforcement and measurement. Next, the method-

ology is stated in Section 3. Our experiments are then pre-

sented in Section 4, followed by a discussion of the out-

comes and conclusions in Section 5.

2. Related work
2.1. Ensemble creation techniques

The most relevant techniques for ensemble creation are:

a) Ensembles of independently trained models where diver-

sity originates from the training process randomness, e.g.,

seed. Each ensemble member loss is a function notated as:

l(hi, y) (1)

where y is the ground-truth label, and hi is the output of

the ith single ensemble member. [7] presents an analysis of

the resilience of independently trained ensembles. b) Bag-

ging [2], reduces the variance of multiple models by averag-

ing the outcomes of models created with different training

data subsets. c) Boosting [39] sequentially trains models to

reduce bias by sampling incorrectly classified inputs more

often in the next model. d) Negative Correlation Learning

(NCL) [26] trains models in parallel with a shared penalty

term in their loss function to enforce prediction diversity.

Generalized NCL (GNCL) [4] proposes two extensions for

NCL: i) a generalized loss function for each member:

M∑

i=1

l(hi, y)− λ

2M

M∑

i=1

di
TDdi (2)

���������	�
���


���������	�
��

�
����
��

���������	�
����

����
��
��

�
����
��

��
��������
���	��
�
�� ��
��������
���	��
�
��

�
�

��	����

�
����
��

��	�������
��
�����	�� ��	�������
��
�����	��

�

�

�

�

Figure 1: Model behavior diversity. a) Invariant decision

boundary & diverse sample representation. b) Diverse de-

cision boundary and measured by prediction errors. c) Di-

verse decision boundary and measured by feature relevance.

where M is the total number of members in the ensemble,

d is the difference hi − f with f as the ensemble predic-

tion, D is the 2nd derivative of the loss function, and λ is a

weighting hyper-parameter. ii) An implicit enforcement of

diversity by balancing the ensemble and the individual loss:

1

M

M∑

i=1

(
λl(f, y) +

1− λ

M

M∑

i=1

l(hi, y)
)

(3)

2.2. Diversity metrics in DL

There are many proposed metrics for diversity. [3]

presents a survey and taxonomy for diversity metrics and

[16] presents a survey of diversity for ML. In this work, we

focus on behavior diversity metrics of a DL model. Input

data diversity such as different modalities or implementa-

tion aspects such as the number of layers is not considered.

Prediction (output, failures) diversity Multiple

prediction-based diversity metrics have been proposed.

[23] presents a comprehensive evaluation of this class

of metrics. Pair-wise measures based on the correct and

incorrect statistics of two models include the Q-statistics,

correlation coefficient ρ, and the disagreement measure:

Dp,q =
N01 +N10

N11 +N10 +N01 +N00
(4)

where the indexes a, b of the binary vectors Nab indicate the

correctness of the classifiers, e.g., N10 means first model

is correct, second is incorrect. Non-pairwise measures

that evaluate non-binary diversity include entropy, coinci-

dent failure diversity, cosine similarity, Kullback–Leibler

divergence [12, 33], and the the Shannon equitability in-

dex [34, 7]:

E = −
S∑

i=1

pi ln pi
/
lnS (5)

where S is the total number of prediction species/classes

and pi is the proportion of observed species i.
Representation (activation) diversity The intermediate

representations (IR) can also be used to measure diversity.

[15] compares the diversity in representation space from in-

dependently created ensembles and ensembles from varia-

tional approaches. Measuring IR diversity is challenging
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Figure 2: Attribution map diversity: Two models may pre-

dict the same outcome but based on different evidence.

due to space size and semantic ambiguity, i.e., the same se-

mantic concept can be represented in many different ways.

A naive use of any diversity metric such as cosine similarity

could give semantically irrelevant diversity scores. In [22],

the Centered Kernel Alignment (CKA) metric is proposed

to obtain a statistical measure across a dataset on the simi-

larity of any two layers of a DL model:

CKA(K,L) =
HSIC(K,L)√

HSIC(K,K)HSIC(L,L)
(6)

where K and L are similarity matrices of the two feature

maps being compared and HSIC is the Hilbert-Schmidt In-

dependence Criterion which measures statistical indepen-

dence. The feature maps may be layer activations or atten-

tion maps such as Saliency, Integrated Gradients, and Grad-

CAM [42, 41, 43].

[36] proposed the use of the pull-away loss term from

generative adversarial networks to induce diversity of such

activations. Self-attention [47] (not related to attention

maps) is one of the key techniques in the transformer archi-

tecture. In [35] the embeddings used to feed attention heads

are masked in such a way as to enforce diversity of activa-

tions. In zero-shot learning, the attribute concept is used

to enable training models that can, later on, predict unseen

labels. These attributes can be considered for IR diversity,

as well [50]. Closely related to NCL, the self-supervised

approach of contrastive learning [40, 8] trains two models

to produce latent features that are diverse for false positive

cases and similar in true positives through a loss function

such as the triplet loss that enforces the models to learn the

similarity metric.

Input feature attribution diversity The importance of

input features can be used to measure behavior diversity that

to the best of our knowledge has not been explored. Figure 1

shows the relationship of an attribution-based metric w.r.t.

prediction and representation diversity. Note, that attribu-

tion is not the same as attention or attributes in the context

of zero-shot learning. Attention maps, such as those ob-

tained from the activation of intermediate layers of CNNs,

reflect the excitation of a network given an input. This ac-

tivation however is not necessarily correlated with the final

prediction, e.g., it could be an inhibitory factor. Attribution,

on the other hand, indicates the importance of a feature to

the final decision. See Figure 2 where Saliency is used to

display the original pixels masked by the attribution scores

from each model. A change to a pixel with high attribu-

tion (brighter) will have a stronger influence on the model

prediction than a change to a pixel with low attribution.

2.3. Other diversity-based resilience approaches

Augmenting the training data by applying affine transfor-

mations such as rotations and scaling, geometric distortions

such as blurring, and texture transfer help DL models to

generalize better with a limited training data [29]. Adver-

sarial training increases the robustness to intended attacks

with adversarial samples to limit the model vulnerability to

input perturbations [17, 9]. Such training data approaches

are effective and complementary to the design diversity ap-

proaches of this study that address the model diversity.

Modality and point of view diversity [37] is an approach

to address the failure modes of sensors such as cameras,

radar, and lidar. The design diversity of DL models ex-

plored in this study is orthogonal to this approach, as model

diversity can be applied to every single modality.

3. Methodology
We perform three main set of experiments: Before eval-

uating the impact of diversity in an ensemble, in our first

experiment we asses the resiliency of individual models re-

sulting from diverse architectures and training approaches.

Second, we create three-member ensembles from indepen-

dently created models of diverse architectures and evalu-

ate the correlation between diversity metrics and resiliency.

Finally, we create ensembles by enforcing diversity with

NCL, and evaluate the resulting robustness.

3.1. Attribution-based diversity

Beyond the typical metrics of diversity in the literature,

we propose to explore attribution-based diversity. In Equa-

tion 7 we propose a straight-forward measure of attribution-

diversity based on the variance of pixel-level attribution.

A =
C∑

c=1

P∑

p=1

V ar(ac,p) (7)

where a is the input attribution score of a model at color

channel c and pixel coordinate p. The computation of the

input attribution scores a is performed with an attribution

method, such as Saliency.

Our hypothesis is that attribution-based diversity can be

positively correlated with ensemble resiliency with a better

accuracy trade-off compared to prediction-based diversity.

This hypothesis is inspired by the theoretical result of the

Littlewood and Miller (LM) model [24] that diverse design

choices can produce less common failures. Diverse attribu-

tion maps of correct classifications imply that the models

make predictions based on independent evidence.
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Figure 3: Relation between diverse design methodologies

and the difficulty function in the LM Model [24]

3.1.1 Probability model for design diversity (LM
model)

The Littlewood and Miller (LM) model [24] defines a prob-

abilistic framework to analyze the impact of methodolog-

ical diversity in the expected failure behavior. The model

defines: 1) an input space X = {x1, x2, ...}, representing

all possible inputs x to a program and 2) a program space

P = {(π1, π2)}, for all possible programs π that could im-

plement a program specification. A given design methodol-

ogy will determine the probability to come up with a pro-

gram π and is denoted as SA(π). Another design method-

ology SB(π) will assign a different probability to the same

program. The model uses the concept of a difficulty func-

tion θM (x) that measures the probability that a randomly

chosen program π from a given methodology distribution

SM (π) will fail on a particular input x ∈ X . The key insight

consists in noticing that θA(x) can be different for a differ-

ent methodology θB(x), i.e., for some methodology, a cer-

tain input may be difficult, but for another, it may be easy.

See Figure 3 for a visual representation of these spaces. An

analysis of this model concludes that if the design method-

ologies produce different difficulty functions θ, then the ex-

pected failure behavior on a random input will be negatively

correlated due to the fact that the covariance of the θ’s can

be negative.

With this model, it is finally shown that a design method-

ology with diverse design choices that satisfy the following

three properties will result in less common failures: 1) logi-

cally unrelated (one decision is independent of the other), 2)

common failures of a decision are due to different factors,

and 3) indifference to the selection of each methodology (no

methodology is superior).

3.1.2 Loss function to enforce attribution diversity

We perform a first attempt to enforce attribution diversity

with the following loss:

1

M

M∑

i=1

l(hi, y)− λA (8)

This loss computes attribution scores variance in an en-

Table 1: Resiliency of architectures to natural image cor-

ruption (ImageNet-C Lines(1.6 strength))

Training Arch. DL model # ImageNet ImageNet-C

approach class Params Lines1.6

top1 top5 top1 top5

Self-sup. CNN DINO ResNet50 [6] 25.6M 75.30 92.61 21.80 40.66

Superv. CNN ResNet50 [18] 25.6M 75.85 92.88 34.95 55.88

Superv. CNN ResNext50 32 4d [48] 25.0M 77.49 93.57 39.46 60.61

Superv. CNN ResNet152 [18] 60.2M 78.25 93.96 40.17 62.09

Superv. NAS EfficientNet b7 [45] 66.3M 74.82 92.13 51.11 73.81

Superv. CNN ResNext101 64x4d [48] 83.4M 82.90 96.22 51.89 72.46

Superv. ViT Swin tiny [28] 28.3M 81.34 95.612 55.29 78.45

Self-sup. ViT DINO ViT b 8 [6] 87.3M 80.06 95.02 55.75 78.37

Superv. ViT Swin base [28] 87.8M 83.30 96.46 58.71 81.05

Superv. ViT ViT base p16 [11] 86.6M 80.88 95.28 61.28 82.26

K. distill. ViT DeiT-base [46] 87.3M 83.34 96.50 64.07 84.66

Self-sup. ViT SwinV2 [27] 87.9M 83.34 96.44 59.976 81.70

semble and uses it as a penalty term weighted by λ.

3.2. Type of out-of-distribution data addressed

In this study, we evaluate resilience to covariate dataset

distribution shifts, i.e., when the distribution of input fea-

tures of the test dataset does not match the distribution of

the training dataset. We use four natural image perturba-

tions from the ImageNet-C dataset [30] that are sensible to

occur in vision application domains, such as obstructions or

liquid contaminants. Our scope is not to evaluate robust-

ness against adversarial attacks, label shift variations, or re-

siliency to noise variations such as Gaussian, brown, etc.

4. Experimental results
4.1. Single model resiliency to data corruptions

Architecture, model complexity, and training approach

can have an impact on the resiliency of a single DL model

to natural image corruptions. To understand how diversity

in these dimensions impact the model resiliency we evalu-

ate models of different accuracy and complexity, different

architecture, such as CNNs, transformers, and subnetworks

from neural architecture search (NAS), as well as super-

vised and self-supervised training approaches on both the

ImageNet validation dataset and on the corrupted version

ImageNet-C ”Lines” (strength of 1.6). See Table 1.

Observations to Table 1: Although the model size is

highly correlated with the final accuracy and resilience in

the corrupted dataset, the architecture seems to play a more

determining factor. The smallest transformer with only

28M parameters is superior to other CNNs with 2 or 3x

more parameters. Self-supervision slightly decreases both

metrics as appreciated in the comparison of ResNet50 and

ViT models using supervised learning. SwinV2 is an ex-

ception but this model introduced more architectural inno-

vations too. Knowledge distillation from a CNN teacher

shows a slight improvement over supervised ViTs.

Answer to RQ1: In this experiment, it is observed

that model architecture is more important to resiliency than

model accuracy or size.
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Figure 4: Top-1 accuracy of ResNet50 on in-distribution

data sets (ImageNet and ImageNetv2[38]) and out-of-

distribution datasets (ImageNet-C). The resilience of

ResNet50 drops significantly against natural corruptions.

To understand the effect of other corruptions, we

evaluate a ResNet50 model1 on six different data sets:

ImageNet [10], ImageNetv2 [38], and four corruptions

on a fixed perturbation strength from the ImageNet-C

dataset [30]: Plasma (4.0), Checkerboard(4.0), Water-

drop(7.0) and Lines (1.6). See Figure 4. The first two are

in-distribution, i.e., the covariates (input features) and la-

bels of the validation set follow a similar distribution to the

training data set. The last four are out-of-distribution, as the

model has never seen such corruptions of the input images

during training.

Observations to Figure 4: A “good” classifier with ac-

curacy close to 80% can have a tremendous performance

decrease in the presence of moderate natural corruptions

where a human would probably not.

4.2. Diversity of ensembles from heterogeneous ar-
chitectures

To understand the diversity/accuracy trade-off of the

attribution-based metric in comparison to the established

prediction-based diversity approach we perform two differ-

ent experiments: First, we create multiple ensembles of in-

dependently trained models with a wide diversity in archi-

tecture. Second, we create multiple ensembles using mod-

els discovered in a weight-sharing super-network [5], i.e.,

models whose architecture has been found using neural ar-

chitecture search (NAS) and not by manual design.

The architectures explored here are CNNs (ResNext [48]

& SqueezeNet [19]), Vision transformers (DeiT [46]) and

NAS (MNASNET [44] & BootstrapNAS [31]) using su-

pervised or self-supervised training2. In total 14 models

were trained with different hyperparameters to create three-

member ensembles 3 of all possible combinations.

Figure 5 shows the ensemble performance of all 364 en-

1In the remainder of this paper, we select ResNet50 as the baseline

architecture due to its common use as a reference.
2Details on the architecture and optimization hyper-parameters can be

found in Section A of the supplementary material.
3We restricted to 3 member-ensembles to keep the number of possible

ensemble combinations manageable.

sembles created from these 14 models using an averaging

consensus mechanism, i.e., the logit output of all ensemble

members is averaged first and then the highest score is used

to make the prediction. The left-hand side shows on the X-

axis the proposed attribution-based diversity metric (Eq. 7)

using Saliency as attribution method. The right-hand side

shows the disagreement prediction diversity metric (Eq. 4).

Each point is an ensemble evaluated on the entire validation

dataset of ImageNet. The color indicates the final average

accuracy of the ensemble. The Y-axis indicates the aver-

age benefit of creating an ensemble: Y = Aens − Atop,

where Aens is the ensemble accuracy and Atop is the ac-

curacy of its most accurate member, i.e., how much accu-

racy improvement was obtained in comparison to a single

model (the most accurate in the ensemble). In this way, it

can be appreciated when an ensemble makes sense: it has

to lay above the zero line (dashed). The ensemble cost is

measured by the number of parameters which has a direct

influence on the memory and the number of operations re-

quired. The ideal ensemble is one with the brightest color,

smallest radius, and residing above zero.
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(b) Prediction disagreement

Figure 5: Evaluation on ImageNet val. dataset of 364 three-

member ensembles from heterogeneous architectures using

averaging as consensus mechanism. Y-axis: Improvement

of the ensemble against its own top ensemble member. X-

axis: Normalized diversity metric. Color: absolute ensem-

ble accuracy. Bubble size: Model parameter size. The attri-

bution diversity metric is not negatively correlated with the

ensemble improvement as disagreement diversity is.

Observations to Figure 5: In contrast to prediction-

based diversity (b) which is negatively correlated with the

ensemble improvement [23], Figure 5 (a) shows how the

proposed attribution diversity is positively correlated.

Figure 6 shows the same ensemble combinations, but

this time using a majority voting consensus mechanism, i.e.,

the prediction with the highest number of votes wins.

Observations to Figure 6: The same correlation trends

can be observed with majority voting. However, the most

interesting aspect is that the vast majority of the ensembles

here reside under the zero line. This means that majority

voting with three ensembles tends on average to produce

less accurate models. This corroborates the findings of [23].
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(b) Prediction disagreement

Figure 6: Evaluation on ImageNet validation dataset of the

same ensembles as in Figure 5 but using voting as consen-
sus mechanism. In contrast to averaging, voting produces

mostly ensembles that decrease the final performance in-

stead of improving it.

We evaluate the same ensembles on five more validation

datasets and verify that the observed trend in the validation

dataset applies to natural corruptions. In addition, we com-

pare the two diversity metrics to a simple validation accu-

racy metric. See Figure 7.
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Figure 7: Comparison of trend lines, i.e., correlation of

improvement to three different metrics on five validation

datasets (consensus: averaging). Columns: Datasets. Rows:

Metrics. The attribution metric (a to e) has a much lower

accuracy trade-off compared to the disagreement metric (f

to j) but is higher than the average accuracy metric (k to

o). Bigger plots to appreciate individual ensembles are pre-

sented in Section B of the supplemental material.

Observations to Figure 7: Attribution-based diversity

is better correlated as well. These results serve as evidence

to confirm that the diversity-accuracy trade-off is better for

attribution than for prediction diversity. However, the met-

ric of averaging the individual accuracies of the ensemble

members is more strongly correlated with the ensemble im-

provement in corruptions.

Next, Figure 8 presents the results of the second ex-

periment on architectures created with NAS. We used the

open-source framework BootstrapNAS [31, 32] to create

a weight-sharing super-network. The super-network is

trained from an initial ResNet50 model. We then sample 11

subnetworks with different configurations but similar com-

plexity by varying the width and depth of the CNN.
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Figure 8: Comparison of 165 heterogeneous ensembles of

architectures automatically created with weight-sharing
neural architecture search (NAS). 11 models with differ-

ent architectures were selected to be very close in complex-

ity, i.e., number of parameters. The correlation between the

two diversity metrics is highly positive but the increment in

performance is very small.

Observations to Figure 8: Although the correlations

seem strong for all metrics, the actual ensemble improve-

ment is very low, i.e., less than 0.04%.

Answer to RQ2, we consistently observed that

attribution-based diversity is more positively correlated

with accuracy than prediction-based disagreement diversity.

To assess if a more complex attribution method could

provide different metric results, we evaluated the pair-wise

diversity on the entire validation set on six subnetworks us-

ing Saliency and Integrated Gradients attribution methods

with 1, 2, 10, and 50 backpropagation passes. See Figure 9.

Observations to Figure 9: The average correlation co-

efficient of the normalized diversity scores of all methods

is 0.998. Using Saliency-based attribution is then justified

as it provides the lowest performance penalty with a very

similar performance to more complex methods.

4.3. Enforcing diversity in homogeneous ensembles

We perform a set of training experiments to enforce di-

versity into the ensembles through the loss function via the

Negative Correlation Learning paradigm. We use ResNet50

for all ensemble members, and evaluate different heuristics:

a) Independently trained members using cross-entropy as

loss in Equation 1. Four different consensus approaches in

GNCL using Equation 2: b) average, c) median, d) geo-

metric mean, e) majority vote, f) GNCL and averaging con-

sensus but masking the penalty term for incorrect classi-

fications, i.e., (hi �= y) ⇒ (λ = 0), and g) Balancing

a loss function between the team and individual members
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Figure 9: Comparison of Saliency and Integrated Gradients

with 2, 10 & 50 samples. The X-axis represents different

pairs of models created with BootstrapNAS. The Y-axis is

the normalized diversity score of each method.

(Equation 3). The optimization method in all cases was

AdaBelief [51] for 100 epochs with a learning rate of 1e-

3 decaying 10% every 30 epochs, epsilon of 1e-8, betas:

(0.9,0.999), batch size of 64 and a λ factor of 0.2. In Ima-

geNet classification, we empirically observed that bigger λ
values in Equation 2 fail to learn. Results for the six heuris-

tics are presented in Figure 10.

ImageNetv2 CheckerboardPlasma Waterdrop LinesImageNet
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Independent

Figure 10: The resulting accuracy and resiliency to natural
corruptions of diversity enforcement based on Negative

Correlation Learning with different consensus mechanisms.

Each ensemble has three members with a ResNet50 archi-

tecture. The heuristic of balancing the loss of the ensemble

and the loss of the individual member produced the most

resilient ensemble to corruptions.

Observations to Figure 10: Explicit enforcement of

prediction diversity does not result in improved resilience.

However the balanced loss (Eq. 3) provides a significant ad-

vantage in 3 out of 4 natural corruptions.

Answer to RQ3: balancing the loss of the individual

members and the ensemble provided a significant advan-

tage in 3 out of 4 natural corruptions when compared to the

prediction diversity enforcement variants.

Table 2: Diversity of predictions from all members of three

ensembles as measured by the Shanon equitability index H .

Hcorr and Hinco indicate the metric computed on all sam-

ples that were correctly or incorrectly classified. The six

subcolumns correspond to the six validation datasets.

Hcorr Hinco

IN I2 WD LI PL CB IN I2 WD LI PL CB

Att. div. 0.13 0.16 0.29 0.32 0.23 0.23 0.46 0.49 0.62 0.60 0.57 0.58

Pred. div. 0.10 0.13 0.29 0.31 0.21 0.23 0.46 0.49 0.67 0.69 0.59 0.63

Hetero. 0.12 0.17 0.35 0.37 0.25 0.29 0.51 0.55 0.74 0.77 0.67 0.71

4.3.1 First attempt at enforcing attribution diversity

We perform a first attempt to enforce attribution diversity

using the loss of Equation 8 and the same optimization pa-

rameters used in GNCL. The computational overhead to

calculate the attributions is 2x using the Saliency method.

Empirically, we tried five different lambda weights values:

{10, 1,0.1,0.01,0.001} but found training instabilities. The

smallest λ value resulted in convergence up to epoch 21 for

63.7% top1 accuracy. We believe that the penalty term of

Eq. 8 is in conflict with the original loss and it would be

more appropriate to investigate a better penalty term than to

optimize this hyper-parameter in future work.

4.3.2 Diversity of NCL ensembles

Figures 11, 12 together with Table 2 show three types

of diversity (attribution, prediction, and intermediate rep-

resentation) for three models created through indepen-

dently created heterogeneous architectures, prediction di-

versity enforcement and attribution diversity enforcement

with the following top1 accuracies on the ImageNet valida-

tion dataset: 78.2%, 76.1%, and 63.7%.

Prediction diversity. In Table 2, the Shannon equitabil-

ity index metric (Eq. 5) is shown for correctly and incor-

rectly classified samples for three ensembles: attribution

diversity (Eq. 8), prediction diversity (Eq. 4) and hetero-

geneous architectures on all six datasets. The heteroge-

neous ensemble produces more diverse predictions in gen-

eral. High values indicate that the individual predictions are

more often in disagreement in the cases of OOD samples.

Attribution diversity. We present a few resulting at-

tribution maps in Figure 11 for the NCL-based prediction-

diversity enforcement, attribution-diversity enforcement (at

epoch 21), and independently trained architectures.

Observations to Figure 11: Independently trained het-

erogeneous architectures and attribution-diversity enforce-

ment produce more diverse attribution maps than homoge-

neous models trained to have diverse prediction outcomes.

Representation diversity. In Figure 12, we investigate

the resulting diversity/similarity of the internal layers via

CKA (Equation 6) of two ensemble members for three dif-

ferent diversity enforcing techniques.
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Figure 11: Attribution map diversity of three diversity-

inducing techniques on 8 ImageNet val. set samples.
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Figure 12: Centered Kernel Alignment maps to visualize

the resulting similarity of model layers on different diver-

sity enforcing techniques.

Observations to Figure 12: The CKA visualization re-

flects that the enforcement of attribution diversity produces

less similarity in the layers than output diversity enforce-

ment or by independent heterogeneous architectures.

Answer to RQ4: Prediction diversity was higher for het-

erogeneous architectures trained independently than NCL

on prediction or attribution diversity. Attribution diversity

is significantly lower when enforcing prediction diversity

compared to heterogeneous architectures trained indepen-

dently. Activation diversity is low at the last layers for both

prediction and attribution diversity enforcement, while for

heterogeneous architectures trained independently, the mid-

dle layers showed less diversity.

5. Discussion and conclusions

In our experiments, we could observe how ensembles are

capable to improve the resiliency of the best single models

but it is not always the case.

A model created out of a superior architecture such as a

vision transformer can benefit in the context of an ensemble

as long as the other members are diverse in the right sense,

i.e., their predictions complement each other and demon-

strate low common failure behavior.

Models extracted from NAS are observed to be too sim-

ilar to provide any meaningful advantage in an ensemble.

If the models are created independently from multiple

architectures, ensembling will be more successful by us-

ing individual accuracy as the member selection criteria.

While the proposed attribution-based diversity improves the

accuracy-diversity trade-off in comparison to prediction di-

versity, the correlation of individual accuracy is stronger to

the final resiliency. However, mixing different architectures

does not consistently produce good ensembles as observed

in the many ensembles under the zero line in Figure 7.

If the models are trained to be negatively correlated in

their output predictions, a balanced approach of individual

and ensemble accuracy produces the most resilient ensem-

bles against out-of-distribution samples.

5.1. Conclusions and next steps

In this study, we explored different approaches to mea-

sure and enforce diversity in ensembles and evaluated their

impact on natural data corruption resiliency. The key take-

aways are: 1) model architecture is more important for in-

dividual resiliency than model size or model accuracy, but

architectural diversity in an ensemble is usually not more re-

silient, 2) attribution-based diversity is less negatively cor-

related to the ensemble accuracy than prediction-based di-

versity, 3) a balanced loss function of individual and en-

semble accuracy creates more resilient ensembles for image

natural corruptions, and 4) architecture diversity produces

more diversity in all explored diversity metrics: predictions,

attributions, and activations.

In addition, other valuable findings are: a) Saliency at-

tribution can be sufficient to measure input attribution di-

versity, b) Ensembles created from models of similar com-

plexity that were discovered by weight-sharing Neural Ar-

chitecture Search for our experiments barely provide any

accuracy improvement, and c) Enforcing attribution-based

diversity during training through a variance-based penalty

term is not stable and needs further research.

In future work, several experiments could be done to un-

derstand the complexity-resiliency trade-off, e.g., through

knowledge distillation, improved heuristics to enforce attri-

bution diversity, and compare diversity approaches in tasks

beyond image classification.
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