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Abstract

Data imbalance is a well-known issue in the field of ma-
chine learning, attributable to the cost of data collection,
the difficulty of labeling, and the geographical distribution
of the data. In computer vision, bias in data distribution
caused by image appearance remains highly unexplored.
Compared to categorical distributions using class labels,
image appearance reveals complex relationships between
objects beyond what class labels provide. Clustering deep
perceptual features extracted from raw pixels gives a richer
representation of the data. This paper presents a novel
method for addressing data imbalance in machine learn-
ing. The method computes sample likelihoods based on
image appearance using deep perceptual embeddings and
clustering. It then uses these likelihoods to weigh sam-
ples differently during training with a proposed General-
ized Focal Loss function. This loss can be easily integrated
with deep learning algorithms. Experiments validate the
method’s effectiveness across autonomous driving vision
datasets including KITTI and nuScenes. The loss func-
tion improves state-of-the-art 3D object detection methods,
achieving over 200% AP gains on under-represented classes
(Cyclist) in the KITTI dataset. The results demonstrate the
method is generalizable, complements existing techniques,
and is particularly beneficial for smaller datasets and rare
classes. Code is available at: https://github.com/
towardsautonomy/DatasetEquity

1. Introduction
Current methods for tackling data imbalance in machine

learning either use some sort of Importance Weighting [4],

or weigh the loss based on model prediction confidence for

classification [26]. The problem of dataset bias as under-

stood in the literature for tasks such as object detection only

refers to the imbalance in the class of objects such as car,

pedestrian, cyclist, or high level features like lighting and
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shadow conditions [50, 22]. They rely on class distribution,

however do not consider perceptual feature likelihood as a

way of understanding the data distribution. This is problem-

atic, as class labels do not encapsulate fine-grained details

like an object’s context, occlusion, resolution, etc. Weighting

by image likelihood captures these nuances missed by class

information alone. This a dataset that was collected 70% in

NYC and 30% in the Mojave Desert with equal class distri-

bution will still have a huge dataset imbalance, and without

this information available as a part of dataset metadata, it

will be impossible to account for with existing methods. Fur-

thermore, our proposed method does not require a labeled

dataset and rather operates on raw data samples, making it

applicable to unsupervised techniques such as DINO [7] for

computer vision tasks.

Existing work in computer vision literature considers

all samples to be equally important and defines objective

functions without considering how likely it is to occur within

a given dataset. If we instead weighed errors for less likely

samples higher than more likely samples, it would encourage

the model to put more attention on those samples, thereby

‘equalizing’ the scales for all data samples.

The proposed method tackles data imbalance via: (1)

Image embeddings are extracted for each sample using a

pre-trained model, mapping them to a high-dimensional

feature space; (2) These embeddings are clustered together

based on appearance similarity, grouping frames with similar

visual characteristics; (3) The relative size of each cluster

indicates the likelihood of samples in that cluster occurring

in the dataset. These likelihoods are then utilized to reweight

training losses. By first embedding frames into a perceptual

feature space and clustering based on image semantics, we

can estimate sample occurrence probabilities without relying

on class labels. Reweighting the loss function by these

computed likelihoods helps address imbalances in the visual

data distribution.

The main contributions of this work are:

1. A novel framework to prepare sample likelihoods in-

formation bank by clustering semantic embeddings of

raw pixels. Unlike class-based techniques, this captures

This ICCV workshop paper is the Open Access version, provided by the Computer Vision
Foundation. Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.
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Figure 1: Left: existing techniques requiring class distribution annotations. Right: our method does not have ground truth

dependencies. This work presents a method to estimate sample likelihoods by clustering semantic embeddings of raw image

pixels. This enables modeling of visual relationships and data heterogeneity without reliance on categorical labels. The

computed likelihoods are used to reweight training losses via a proposed Generalized Focal Loss function. Experiments

demonstrate improved performance on rare and out-of-distribution samples in autonomous driving datasets. Compared to

traditional training and results (red box), our method trained with generalized focal loss can successfully detect rare classes

like van and cyclist (green box).

inter-object relationships and data heterogeneity missed

by categorical labels alone.
2. Introduction of novel Generalized Focal Loss that

reweights by computed likelihoods, improving mod-

eling of rare and OOD classes.
3. State-of-the-art results on major autonomous driving

benchmarks, with over 200% AP gains on rare classes

like cyclist.
4. Ablations demonstrating generalizability across

datasets and complementarity to class-based tech-

niques.
5. Open source code to enable further research into image-

based likelihoods for mitigating dataset bias. By look-

ing beyond class labels to raw pixels, this work opens

promising new directions. .

2. Related Work
Class-Based Resampling: Class-based resampling in-

volves either oversampling the under-represented classes

or undersampling the over-represented classes in order to

balance the data distribution [2]. This can be achieved by

a variety of methods, such as generating synthetic data for

the under-represented classes [20], randomly selecting a

subset of the over-represented classes, or randomly dupli-

cating examples in minority classes. However, this may be

problematic and may increase the likelihood of overfitting

[15]. Region-Proposal-Network (RPN) [34] based architec-

ture also suffers from class imbalance problem because of a

large number of easy negatives, and a common solution is to

perform some form of hard negative mining [42, 44, 11, 35].

Confidence-Based Weighing: The idea behind

confidence-based weighing is to encourage the model to

put more emphasis on samples that are difficult to classify,

thereby reducing the impact of data imbalance on the model’s

performance. It has been applied to a variety of tasks, such

as object detection and image classification. One example of

confidence-based weighing is focal loss [26], which modifies

the standard cross-entropy loss function by adding a scaling

factor that down-weights the loss for well-classified samples.

This encourages the model to focus on difficult samples to

classify, improving its performance on imbalanced data.

Other methods for confidence-based weighing have also

been proposed, such as dynamically weighted balanced loss

[12] and class-balanced loss [9, 45]. These methods have

shown promising results for addressing data imbalance in

various tasks.

Image Embeddings for Dataset Analysis: Image em-

beddings are a powerful tool for understanding the distri-

bution of data in a dataset. They are a mathematical repre-

sentation of an image in a high-dimensional space, where

similar images are mapped to nearby points. Image embed-

dings can be used for dataset analysis by first extracting the

embeddings for each image in the dataset using a pre-trained

model. These embeddings can then be clustered together

using unsupervised learning techniques, such as DBSCAN

clustering, to group similar-looking images. The relative
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sizes of these clusters provide insight into the distribution

of the data, allowing for the identification of any bias or

imbalance in the dataset [1, 19, 13].

Image-Based 3D Object Detection: Recent advances

in computer vision have led to the development of image-

based 3D object detection methods, which use only camera

images as input in autonomous driving. These methods are

typically based on a Convolutional Neural Network (CNN)

[37, 31, 38] or a combination of CNN and Transformers

[25, 48] to process the images and predict the 3D location

and orientation of objects in the scene. For 3D bounding-box

predictions, either the perspective view or a learned mapping

from the perspective view to Bird’s Eye View (BEV) [25, 28,

18, 51] representation of the scene is used. Several methods

have been proposed to improve further the accuracy of 3D

object detection, including the use of depth information [37,

31], multiple cameras [25, 28, 18, 51], temporal information

[25, 51], and multiple modalities [28, 24, 30, 36].

3. Methodology
The first step in enforcing dataset equity is understanding

whether or not bias exists within the dataset based on sam-

ple appearance. Once we have determined that, some level

of bias quantification is required to attempt combating this

particular type of bias. In the following sections, we first

build an intuition for this kind of dataset bias in autonomous

driving datasets and then propose a way of quantifying it

in Section 3.2. The design of a loss function to tackle such

dataset biases is further discussed in Section 3.3 which al-

lows us to boost performance on under-represented samples

for camera-based 3D object detection tasks.

3.1. Dataset Description

In this work, two challenging autonomous driving

datasets have been used to conduct our experiments with

computer vision tasks: (1) nuScenes [5], and (2) KITTI

[14] object detection dataset. We also analyze additional

datasets such as WaymoOpenDataset [41], and BDD100K

[49], to demonstrate further the type of biases that exists and

attempts to quantify it.

KITTI dataset: KITTI 3D object detection benchmark

is one of the most popular autonomous driving benchmarks

and consists of 7481 training samples, and 7518 testing sam-

ples. KITTI dataset provides no validation set, however,

it is common practice to split the training data into 3712
training and 3769 validation images as proposed in [8], and

then report validation results. This benchmark consists of 8
different classes but evaluates only 3 classes: car, pedestrian,

and cyclist. The evaluation metric is the mean average preci-

sion (mAP) in 3D and Birds-Eye View (BEV) space, using

a class-specific threshold on Intersection-over-Union (IoU).

The average precision is computed using 41 recall points

(AP |40) [39]. The objects in the various splits are organized

into three partitions according to their difficulty level (easy,

moderate, hard), and are evaluated separately.

nuScenes dataset: nuScenes [5]contains 1000 driving

scenes of 20s duration with keyframes annotated at 2Hz.

Collected in Boston and Singapore, Collected across Boston

and Singapore, it includes 28130 training, 6019 validation,

and 6008 test images from 6 cameras. For 3D object de-

tection, nuScenes provides 1.4M manually annotated boxes

over 23 classes. The official evaluation metric is nuScenes

detection score (NDS), which aggregates mean average pre-

cision (mAP) and true positive errors for translation, scale,

orientation, velocity, and attributes. NDS provides a holistic

measure, unlike the mAP-based KITTI metric.

Waymo Open Dataset: Waymo Open Dataset [41] has

been introduced to the autonomous driving research com-

munity as a large-scale, high-quality, diverse dataset, which

consists of 1150 scenes that each span 20 seconds, across a

range of conditions in multiple cities. The dataset is curated

to resolve the lack of the environments variations. The ge-

ographical area covered in Waymo Open Dataset is larger

than other autonmous driving datasets [5] [49] [14], in terms

of distribution of the coverage across geographies.

BDD100K dataset: BDD100K [49] is a diverse driving

video dataset with 100, 000 videos and annotation informa-

tion for 10 computer vision tasks. The dataset is designed

to help train and evaluate models for autonomous driving

applications. It includes a wide range of environments, in-

cluding urban, and rural scenes, and covers various weather

conditions, lighting conditions, and time of day.

3.2. Dataset Analysis

In order to understand the data distribution, it is impera-

tive to have some sense of similarity or distance between data

samples. Image feature embeddings in a lower-dimensional

space are extracted to compute the distance between two

image frames. These features are then clustered together; the

relative size of each cluster then gives us a sense of proba-

bilities for samples within the given cluster occurring within

the dataset.

Datasets considered in this work are: (1) nuScenes [5],

and (2) KITTI object [14] (3) WaymoOpenDataset [41],

and (4) BDD100K [49]. For all of these datasets, each

image sample from the front camera in the training set is

passed through a pre-trained network such as ResNet101

[16] or CLIP [32], to obtain the image embedding, which is

a lower-dimensional vector summarizing image semantics

and appearance.

Embedding from every image sample within the dataset

is further projected onto a much lower-dimensional (3-

dimensional) t-SNE [43] space and then clustered together

using algorithms like DBSCAN [10] or Hierarchical DB-

SCAN [6]. t-SNE has shown to be effective for clustering

applications, and as demonstrated by the authors of [27], the
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Figure 2: To analyze dataset bias, this work extracts CLIP

[33] embeddings of raw pixels and clusters them with HDB-

SCAN [29] to discover non-uniform sample likelihoods. Un-

like existing techniques relying on categorical labels, this

captures visual relationships in an unsupervised manner. The

derived likelihoods are then utilized to reweight loss func-

tions, improving model performance on rare and out-of-

distribution data.

early exaggeration phase can be leveraged as a powerful clus-

tering tool that mimics the behavior of spectral clustering.

Thus, in this paper, we use t-SNE as a pre-processing step

before applying the clustering method to separate clusters in

lower dimensions to both reduce the computation cost, and

improve the clustering results.

Cluster size and the total number of samples in the train-

ing dataset are then used to compute the cluster likelihood of

occurring within that dataset. This is a good representative

of each sample likelihood within that cluster. This likelihood

is computed as:

P (Ci) =
|Ci|
N

(1)

Where Ci refers to the ith cluster, |Ci| is the number of

samples in ith cluster, and N is the total number of samples

within the training dataset.

These probabilities could be significantly low depending

on the size of the training set. We, however, seek to com-

pute probabilities relative to the largest cluster. This can be

achieved by rewriting equation 1 as 2, and then setting the

scale factor K̃ = 1.0 to compute cluster likelihood as shown

in equation 3. This effectively gives us a relative likelihood

of each cluster with respect to the largest cluster of data

samples.

P (Ci) =
|Ci|
N

maxi(|Ci|)
maxi(|Ci|) =

|Ci|
maxi(|Ci|)K̃ (2)

Ls(i) =
|Ci|

maxi(|Ci|) (3)

Ls(i) in equation 3 is the scaled likelihood of samples cor-

responding to ith cluster. Histogram of these cluster likeli-

hoods are shown in Figure 2.

3.3. Generalized Focal Loss

Figure 3: We propose a novel loss function called

Generalized Focal Loss, which addresses the issue

of data imbalance in computer vision by weighting each

sample differently based on its likelihood of occurrence,

leading to improved performance on downstream computer

vision tasks. Plot of this function for various η and γ is

shown in this figure; note that it defaults to Focal Loss
for η = 0.0.

Knowledge of sample likelihoods allows us to weigh

each sample loss differently, thereby enforcing dataset eq-
uity. A new loss weighting function called Generalized
Focal Loss as given in equation 4 is designed, which

helps push the losses for less-likely samples high, and vice

versa. Plots for this function against sample likelihood for

various η and γ are shown in Figure 3. Note that, for η = 0,

this function defaults to Focal Loss [26] weighting function.

Wgfl(p, η, γ) =
η + (1− p)γ

η + 1
(4)

This way of training neural networks for computer vision

tasks is described in Figure 1. Please note that we do not

propose to replace Focal Loss with our loss, but rather

to use them in conjunction, and we demonstrate these added

benefits on baseline methods - all of which already use focal

loss during the training process.
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3.4. Camera-Based 3D Object Detection

This work takes camera-based 3d object detection as an

example task to demonstrate the effectiveness of our pro-

posed method. To test our method’s generalizability, we

conduct experiments on 3 existing methods, namely, BEV-

Former [25], DD3D [31], and BEVFusion [28], across two

datasets - nuScenes, and KITTI. These two methods are

chosen because they are state-of-the-art for camera-based

3d object detection tasks on the two datasets and have

their implementations publicly available. During the train-

ing, Generalized Focal Loss weight is computed

for each sample and is multiplied to the total loss before

backward propagation. This does not increase the num-

ber of parameters of the model, and only adds a single

multiplication node in the computational graph during

backpropagation without affecting the inference time of the

underlying tasks. This simple method of sample reweighing

improves the mAP score of DD3D by over 200% for under-

represented classes of KITTI dataset, the mAP score of BEV-

Former by 1.44% on nuScenes dataset, and the mAP score

of BevFusion camera-only model by 1.05% on nuScenes

dataset. Note that although applying on same nuscenes

dataset, BEVFormer and BevFusion share different model

architecture, and our method achieves consistent improve-

ments over both models.

Improvements with our methods are truly apparent for

samples with low-likelihood, such as a camera frame con-

taining object classes with very few instances within dataset,

or common objects with partial occlusion/rare appearance.

This is demonstrated in Figure 6. Comparison of validation

graphs during training also hints at the advantage of using

our loss function on under-represented samples. While there

does not seem to be much advantage for a well-represented

object class such as car, on pedestrian classes the model

seems to be converging quickly while achieving higher AP
as shown in Figure 4.

Figure 4: Validation AP for car and pedestrian during train-

ing as a function of number of optimization steps. Model

trained with the Generalized Focal Loss achieves higher AP

quickly on under-represented object classes, such as pedes-
trian in the KITTI 3D object dataset.

Figure 5: Comparison of BEV AP for a camera-based 3D

object detection method called DD3D, with and without the

proposed Generalized Focal Loss function, show-

ing a significant improvement in performance when using

the proposed loss function, particularly as the difficulty of

the problem increases. Levels of difficulty here refer to the

object class rareness, and within each object class, easy,

moderate, and hard add another level of hierarchy. The use

of the Generalized Focal Loss function brings eq-

uity within datasets and equalizes scales for all samples.

For BEVFormer, we train the BEVFormer-base and

BEVFormer-small variants on the nuScenes training

dataset, and test it on both, validation, as well as test
split. DD3D, which is state-of-the-art for monocular 3D

object detection on KITTI dataset, has been trained in two

different modes, (1) the model is trained on the train split

and tested on val split, and (2) the model is trained on

the trainval split and tested on the test set on KITTI

server. For BEVFusion baseline, the camera-only model has

been trained from scratch on the nuScenes training dataset,

and validated on the nuScenes val dataset. More details

about the experiments are given in Section 4.

4. Experimental Section

To further validate the effectiveness of our loss function

on different model architectures, three methods of camera-

based 3D object detection on two different AV datasets have

been benchmarked. While our method only improve per-

formance of BEVFormer and BEVFusion models on the

nuScenes benchmarking dataset by only about 1%, the im-

provement on KITTI dataset is substantial ( 10% improve-

ment on val set), especially for the under-represented classes

such as pedestrian, and cyclist, achieving over 200% gain

in mAP. This could be due to size of KITTI dataset is much

smaller compared to the nuScene dataset and has a huge
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discrepancy in terms of class distribution in Table 1.

In addition, we suspect that existing dataset bal-

ancing technique such as Class-balanced Grouping and

Sampling(CBGS)[52] has played critical role on models

trained with nuscenes, thus further experiments has been

conducted in Table 6 that excludes the impact of CBGS,

and 10% improvement in NDS has been observed on our

BEVFusion model. This shows the impact of considering

features of a whole scene while sampling/weight balancing

compared to label based sampling. For all datasets, features

extracted from samples are first projected down onto a 3D
t-SNE[43] space initialized with PCA[21], which is then

followed by either DBSCAN[10], or HDBSCAN[6] algorithm

for feature clustering to quantify sample likelihoods. Parame-

ters used for clustering were [ε = 2.0,min samples=10]
for KITTI, [ε = 1.0,min samples = 10] for nuScenes,

[ε = 1.0,min samples=10] for WaymoOpenDataset, and

[ε = 1.5,min samples=100] for BDD100K.

Table 1: Distribution of class instances in KITTI object

training dataset across 5 categories.

Category Car Pedestrian Van Cyclist Truck

# Instances 28742 4487 2914 1627 1094

DD3D: V2-99 [23] extended to an FPN was used to train

the DD3D model on KITTI dataset. Quantitative results

of the model trained with our loss function on val set and

test set are shown in Tables 2 and 3 respectively. We split

the data into train and val set as described in 3.1, train the

model on train set, and report the results on val set. For

reporting the results on test split, we train on the entire

trainval split, and then submit our predictions on test split to

the KITTI server for benchmarking. Qualitative analysis of

the improvements brought by our method over the baseline

DD3D is demonstrated in Figure 6, which clearly illustrates

how the Generalized Focal Loss really shines for methods

working with datasets where all samples might not be equally

likely. These models were trained for a total of 25000 steps

with a batch size of 24, on a single NVIDIA A100 GPU.

Initial learning rate of 0.002, with MultiStepLR scheduler

was used during training 1.

BEVFormer: Experiments with BEVFormer was done

on with two different variants of the network architectures:

(1) BEVFormer-base, and (2) BEVFormer-small.

Both architectures used ResNet-101 [17] as the backbone

network. With the official codebase 2, we were unable to

reproduce the results reported in the paper, and hence, the

baseline metrics reported in this paper were computed by

1DD3D official implementation: https://github.com/
TRI-ML/dd3d

2BEVFormer official implementation: https://github.com/
fundamentalvision/BEVFormer

Table 2: 3D detection results on KITTI val set. The suffix

DE signifies our method of applying Generalized Focal Loss
weights to each sample. The best results are highlighted in

bold. Class@N in this table refers to the AP |R40 score

computed for Class at an IoU threshold of N .

Methods η γ Car@0.7

BEV AP

Easy Mod Hard

DD3D - - 37 29.4 25.4

DD3D-DE 0.5 5.0 39.381 29.591 25.868

DD3D-DE 1.0 5.0 40.607 29.598 26.087

Δ +9.75% +0.67% +2.70%

retraining the models from scratch. These results are sum-

marized in Tables 4 and 5.

BEVFusion camera only model has been trained from

scratch as the baseline model, which uses Swin Transformer

pretrained on nuImages as the backbone network. With the

official code-base 3, we have been able to obtain similar

baseline results (0.3954 NDS), and further improve them

with Generalized Focal Loss. Detailed results are in Table 6.

For all experiments with BEVFormer, 16 NVIDIA A100

GPUs were used, and the models were trained with a learning

rate of 2× 10−4 along with CosineAnnealing scheduler for

a total of 24 epochs. For BEVFusion, all experiments used 8

NVIDIA A100 GPUS trained for 20 epochs.

Dataset Bias Quantification: For Waymo Dataset Analy-

sis, our experiments have been conducted on the front camera

subset(200, 000) of the Waymo training set split(1 million

images). Using resnet101 for feature extraction, fol-

lowed by TSNE and DBSCAN to compute clusters for lower

dimensional space. As indicated in Fig.2-(d), with the visu-

alization on most likely clusters of dataset samples, several

semantically meaningful clusters have formed, namely clus-

ter 92 of city crosswalk, cluster 62 of the residential driving

scene of palm trees, cluster 39 of crowded driving scenes,

and cluster 32 of construction vehicles and traffic cones. Sim-

ilarly, the BDD100K dataset contains mostly two scenarios -

daylight and nighttime( Fig.2 -(c) ).

5. Further Discussion
It is worth noting that the proposed generalized focal

loss function has been tested end-to-end on two autonomous

driving datasets and in the context of 3D object detection.

Semantics-based dataset distribution has been analyzed and

bias has been quantified for 2 additional datasets, and the

results demonstrate that those datasets could also benefit

from our loss function. It is possible that this loss function

may also be effective for other tasks, but this has not yet

3BEVfusion official implementation: https://github.com/
mit-han-lab/bevfusion
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Table 3: 3D detection results on KITTI test set. The suffix DE signifies our method of applying Generalized Focal Loss
weights to each sample. Best results are highlighted in bold. Value of η and γ in the Generalized Focal Loss weight was set to

1.0, and 5.0 respectively. Class@N in this table refers to the AP |R40 score computed for Class at an IoU threshold of N .

Methods Car@0.7 Pedestrian@0.5 Cyclist@0.5

BEV AP 3D AP BEV AP 3D AP BEV AP 3D AP

Easy Mod Hard Easy Mod Hard Easy Mod Hard Easy Mod Hard Easy Mod Hard Easy Mod Hard

M3D-RPN[3] 21.02 13.67 10.23 14.76 9.71 7.42 5.65 4.05 3.29 4.92 3.48 2.94 1.25 0.81 0.78 0.94 0.65 0.47

MonoDIS[40] 24.45 19.25 16.87 16.54 12.97 11.04 7.79 5.14 4.42 9.07 5.81 5.09 1.17 0.54 0.48 1.47 0.85 0.61

DD3D 30.98 22.56 20.03 23.22 16.34 14.2 15.9 10.85 8.05 13.91 9.3 8.05 3.2 1.99 1.79 2.39 1.52 1.31

DD3D-DE 30.62 21.37 19.1 21.71 14.76 12.92 15.7 10.77 9.35 14.28 9.57 8.2 9.23 6.11 5.36 7.23 4.61 4.1

% Δ -1 -5 -4 -6 -9 -9 -1 -1 +16 +3 +3 +2 +188 +207 +199 +203 +203 +213

As the task gets tougher, DD3D-DE performs better. �−→

Table 4: 3D detection results with DD3D on nuScenes test set. The suffix DE signifies our method of applying Generalized
Focal Loss weights to each sample. R101 in the table is refers to the ResNet-101 backbone. Best NDS and mAP scores are

highlighted in bold.

Method Backbone η γ NDS↑ Δ mAP↑ Δ mATE↓ mASE↓ mAOE↓ mAVE↓ mAAE↓
FCOS3D [46] R101 - - 0.428 - 0.358 - 0.690 0.249 0.452 1.434 0.124

PGD [47] R101 - - 0.448 - 0.386 - 0.626 0.245 0.451 1.509 0.127

BEVFormer-base R101 - - 0.5196 - 0.4242 - 0.6351 0.2684 0.4219 0.4593 0.1406

BEVFormer-base-DE R101 3.0 5.0 0.5198 (0.04%) 0.4303 (1.44%) 0.6369 0.2706 0.4418 0.4649 0.1388

Table 5: 3D detection results with BEVFormer on nuScenes val set. BEVFormer-sml stands for the BEVFormer-small
variant, and the suffix DE signifies our method of applying Generalized Focal Loss weights to each sample. R101 in the table

is refers to the ResNet-101 backbone. Best NDS and mAP scores are highlighted in bold.

Method Backbone η γ NDS↑ Δ mAP↑ Δ mATE↓ mASE↓ mAOE↓ mAVE↓ mAAE↓
BEVFormer-sml R101 - - 0.3874 - 0.3516 - 0.787 0.2885 0.4981 1.169 0.3101

BEVFormer-sml-DE R101 0.5 2.0 0.3907 (0.85%) 0.3544 (0.80%) 0.7687 0.2904 0.4952 1.174 0.3104

BEVFormer-sml-DE R101 1.0 2.0 0.39 (0.67%) 0.3552 (1.02%) 0.7774 0.2925 0.4965 1.148 0.3094

FCOS3D [46] R101 - - 0.415 - 0.343 - 0.725 0.263 0.422 1.292 0.153

PGD [47] R101 - - 0.428 - 0.369 - 0.683 0.260 0.439 1.268 0.185

DETR3D [48] R101 - - 0.425 - 0.346 - 0.773 0.268 0.383 0.842 0.216

BEVFormer-base R101 - - 0.5056 - 0.4071 - 0.6843 0.278 0.3953 0.4241 0.1973

BEVFormer-base-DE R101 3.0 5.0 0.5069 (0.26%) 0.4084 (0.32%) 0.6854 0.2775 0.3911 0.4225 0.1969

been explored. Parameters used in this paper for t-SNE and

DBSCAN were chosen analytically by visualizing the cluster

and samples from each of them.

6. Conclusion
While prior work tackles explicit class imbalance, this

paper addresses the overlooked issue of implicit dataset bias

caused by non-uniform sample likelihoods. By modeling

raw image data instead of just categorical labels, the pro-

posed likelihood computation and Generalized Focal Loss

reweight training in a ground-truth agnostic manner. Exper-

iments demonstrate improved rare and out-of-distribution

sample modeling over state-of-the-art techniques relying

solely on class frequencies. The consistent gains highlight

the benefits of understanding dataset heterogeneity beyond

class labels alone. This likelihood-based approach provides

a useful complement to existing class-aware balancing meth-

ods. By countering biases in the raw visual distribution itself,

it opens promising new directions for unsupervised analy-

sis and optimization. The principles explored in this work
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(a) DD3D incorrectly classifies a Van as Car (b) DD3D fails to detect a Van and a Cyclist

(c) DD3D fails to detect a Cyclist; DD3D-DE succeeds

in detecting, but incorrectly classifies as Pedestrian
(d) DD3D fails to detect partially occluded car

represented by a very few number of pixels

(e) Orientation predicted by DD3D for a Car far away is

highly offset

(f) DD3D misses to detect a Car at a farther distance

which appearance easily blends with the background

Figure 6: Qualitative analysis of predictions from the baseline DD3D model and our DD3D-DE model. The samples shown

here were randomly drawn from the split of the KITTI test split. As shown in the images, DD3D-DE improves the performance

over the baseline model on under-represented, and out-of-distribution samples containing objects such as Van, Cyclist, and

occluded or far away Car
.

Table 6: 3D detection results with BEVFusion on nuScenes val set. BevFusion-C stands for the BevFusion-Camera
only variant, BevFusion-C-NS stands for BevFusion-Camera Only No class balanced sampling. The

suffix DE signifies our method of applying Generalized Focal Loss weights to each sample. SwinT in the table is refers to the

Swin Transformer backbone. Best NDS and mAP scores are highlighted in bold.

Method Backbone η γ NDS ↑ Δ mAP ↑ Δ mATE↓ mASE↓ mAOE↓ mAVE↓ mAAE↓
BEVFusion-C Swin-T - - 0.3954 - 0.3253 - 0.6992 0.2778 0.6135 0.8205 0.2612

BEVFusion-C-DE Swin-T 0.3 5.0 0.4008 (1.36%) 0.3287 (1.05%) 0.6709 0.2691 0.5958 0.8440 0.2558

BEVFusion-C-NC Swin-T - - 0.3382 - 0.3196 - 0.7630 0.2791 0.7762 1.2526 0.3970

BEVFusion-C-NC-DE Swin-T 0.3 5.0 0.3741 (10.61%) 0.3114 (-2.56%) 0.7760 0.2699 0.5314 0.9467 0.2918

can enable future research on minimizing implicit dataset imbalances.
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