A. Learned Tokens: Nearest Neighbours in Token Space

Following the observations detailed in section 4.5, we show the nearest-neighbours by Euclidean distance in the 512-dimensional token-space in table A.1. To create this table, the distances between the learned depth tokens along with the pretrained and frozen CLIP word tokens are measured. These tokens are what are used for tokenizing a sentence prior to running through the CLIP text transformer; table 8 shows the similarities between embeddings in the post-CLIP-transformer space.

It can be seen that, contrary to the CLIP embedding space, the learned depth tokens are not near to any depth-or-size related word tokens. In addition, there are many non-English words, nonsense tokens, and punctuation mark tokens present as nearest neighbours. The lower-valued depth tokens do appear to have some relationship to one another, but it is considerably weaker than it is in CLIP embedding space.

From this, we conclude that it is unlikely that the Euclidean distance is a useful metric to measure similarity of tokens in token-space. This is logical: the relationship between token embeddings in CLIP embedding space is strongly indicated when using Euclidean distance, and the CLIP text transformer is nonlinear. It follows that the tokens are not bound to lie in a contiguous region of space, even if their meanings (and therefore their CLIP embeddings) do lie in a similar region of latent space.

B. Comparison to State-Of-The-Art and DepthCLIP for MDE

We emphasise that our work is not designed to compete with the state-of-the-art methods in MDE, as the architecture does not use a dense feature decoder. This is to reduce confounding factors, and allow better understanding of the prompting process itself. The lack of a learned decoder naturally limits performance due to the low resolution, but without a learned decoder the learned tokens are forced to be as expressive as possible. This has the added effect of increased explainability.

With this in mind, we show table A.2 that compares some of our experiments to state-of-the-art methods. Table A.3 shows comparisons to DepthCLIP. We also include an upper bound on performance for the $\frac{1}{32} \times$ scale predictions that we generate: the ground-truth depth maps are downsampled to $\frac{1}{32} \times$ their original size to match the prediction generated from our method, then bilinearly upsampled and evaluated in the same way as our other experiments. To handle the invalid depth values in the ground truth, masking of invalid values is applied by logical ANDing the mask at different stages: the full-resolution ground-truth depth, the downscaled ground-truth depth (converted to floating point, upsampled bilinearly, then thresholded at 1.0 to convert back to Boolean), and the ground truth that has been both downsampled and re-upsampled.

We would like to emphasise again that there are only a few thousand learnable parameters in our method, and that the aim of our work is not to improve on SOTA MDE but to understand the way in which language encodes the information contained within CLIP, particularly as it relates to depth.

C. Qualitative Examples

Some qualitative examples are provided in figures A.1 and A.2. While the resolution is necessarily low due to our method deliberately excluding a decoder for the sake of interpretability, we note that recognisable depth is still obtainable, despite the limited number of parameters in use.
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Comparison to SOTA is provided in Table A.2.

2, 3, and 4 do relate to one another. This is in contrast to Table 8 of the main paper, in which the learned token’s nearest neighbors in the token-space embeddings can only capture a single token. Learned tokens from 7 evenly-distributed bins on NYUv2 breaks and Florence form a continuum of some kind.

Table A.1. Nearest-neighbours in token space for each of the learned depth tokens. Does not include the human-language ordinal scales from table 1 because token-space embeddings can only capture a single token. Learned tokens from 7 evenly-distributed bins on NYUv2 using ‘baseline’ template from table 2. ‘Distance’ is Euclidean distance. Token 0 corresponds to a bin centre of approx. 0.714m, and token 1 because token-space embeddings can only capture a single token. Learned tokens from 7 evenly-distributed bins on NYUv2 breaks and Florence form a continuum of some kind.

Table A.2. Comparison of SOTA methods on NYUv2 to our results. Note that our method does not have a dense decoder and is therefore neither intended nor expected to be competitive with SOTA methods. Our method predicts depth maps at \( \frac{1}{4} \times \) resolution, directly from the output of the feature encoder. ↑: Upper bound given by downsampling ground-truth depth maps then bilinearly upsampling. Aggressive masking is applied to ensure that invalid pixels being interpolated into valid ranges by accident does not affect the final “prediction”.

Table A.3. Comparison to DepthCLIP on NYUv2. We show improved performance across all metrics with only 7 learned tokens (3584 params). Comparison to SOTA is provided in table A.2.


Figure A.1. **Qualitative samples from NYUv2**, using 256 learnable depth tokens with 256 log-distributed depth bins. Also used were 8 total learnable prompt context tokens (ls4o4d).


Figure A.2. Qualitative samples from KITTI, using 7 learnable depth tokens with 7 evenly-distributed depth bins. Also used were 2 total learnable prompt context tokens (ls1o1d).