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Abstract

The design of neural network layers plays a crucial role in determining the efficiency and performance of various computer vision tasks. However, most existing layers compromise between fast feature extraction and reasoning abilities, resulting in suboptimal outcomes. In this paper, we propose a novel and efficient operator for representation learning that can dynamically adjust to the underlying data structure. We introduce a general Dynamic Fully-Connected (DFC) layer, a non-linear extension of a Fully-Connected layer that has a learnable receptive field, is instance-adaptive, and spatially aware. We propose to use CP decomposition to reduce the complexity of the DFC layer without compromising its expressivity. Then, we leverage Summed Area Tables and Modulation to create an adaptive receptive field that can process the input with constant complexity. We evaluate the effectiveness of our method on image classification and other downstream vision tasks using both hierarchical and isotropic architectures. Our results demonstrate that our method outperforms other commonly used layers by a significant margin while keeping a fixed computational budget, therefore establishing a new strategy to efficiently design neural architectures that can capture the multi-scale features of the input without increasing complexity.

1. Introduction

Deep learning models have achieved remarkable results on various computer vision (CV) tasks, such as image classification, object detection, and instance segmentation \cite{he2016deep, girshick2014rich, lin2017feature}. However, these models often require a large number of parameters and computations, which limits their applicability in real-world scenarios. Moreover, existing models often rely on fixed or predefined layer types, such as convolution or fully-connected layers, that do not adapt to the input data structure, resulting in suboptimal feature extraction and reasoning. Thus, there is still a need for designing efficient and adaptive neural network layers that can capture rich features of the input without increasing complexity and can serve as basic blocks for different CV applications.

In this paper, we address this problem by proposing a new Dynamic Fully-Connected (DFC) layer, a non-linear extension of a Fully-Connected layer that has an adaptive receptive field, is spatially aware, and instance-adaptive. The DFC layer generates its weights dynamically as a function of the input, allowing it to adjust its receptive field size and shape according to the input data structure. This makes the DFC layer more expressive and flexible than traditional layer types, such as convolution or fully-connected layers, that have fixed or predefined receptive fields. Moreover, the DFC layer is spatially adaptive, meaning that it does not share weights across spatial positions, allowing it to capture local variations and dependencies in the input. The DFC layer is also instance-adaptive, meaning that it processes each input differently, allowing it to handle diverse and heterogeneous data. However, the DFC layer has a high complexity due to its dense weight tensor, which makes it impractical to use in neural network architectures. To overcome this limitation and reduce the complexity of the DFC layer without compromising its expressivity, we leverage CANDECOMP/PARAFAC (CP) decomposition \cite{kolda2009tensor}. CP decomposition is a technique for low-rank approximation of multi-dimensional arrays that can be used to reparameterize neural network layers in order to speed up their inference \cite{bronstein2013geometric, kolda2009tensor}. In this paper, we use CP decomposition to factorize the weight tensor of the DFC layer into a product of low-rank matrices, which reduces the number of parameters and computations required by the DFC layer. Leveraging Summed Area Tables \cite{breeuwer2014summed, zhang2017fast}, we also propose some modifications to the CP decomposition to make it more efficient and suitable for cases where the spatial size of the data is large or unknown. We demonstrate the effectiveness and generality of our method on the ImageNet dataset and downstream vision tasks, achieving high-quality results with fewer parameters and computations than traditional methods. We also investigate how our factorized DFC performs under different resource constraints, such as a fixed (predefined) computational budget, and analyze the trade-off between its efficiency and accuracy. In summary, our approach introduces a novel operator for representation learning that dynamically adjusts to the input, enabling the
The development of computer vision models that are both efficient and high-performing. This approach has the potential to serve as a backbone for a wide range of computer vision applications that require high-level feature extraction and reasoning. The main contributions of this paper are:

- We propose a new Dynamic Fully-Connected (DFC) layer, a non-linear extension of a Fully-Connected layer that has an adaptive receptive field, is instance-adaptive, and spatially aware.

- We show how to use CP decomposition to reduce the complexity of the DFC layer without compromising its expressivity, and how to modify it for cases where the spatial size of the data is large or unknown. We use the CP-Decomposed DFC layer as a basic block to build neural network architectures for image classification, object detection, and segmentation.

- We demonstrate the effectiveness and generality of our method on the ImageNet dataset and two downstream vision tasks under different resource constraints, such as computational memory and different architectural macro-designs, outperforming static traditional layers by a large margin under the same parameters and computational requirements.

2. Related Work

Reducing Complexity of Neural Networks. In this work, we focus on the development of efficient neural network design. Related but orthogonal research focuses on improving inference time of pretrained Deep Learning models. Such techniques reduce or optimize memory requirement, energy consumption, and number of operations of a given network without significantly decreasing its accuracy. Interesting research trends in this area include: parameter quantization [11], network pruning [29], network architecture search [10], and knowledge distillation [12].

Tensor Decomposition for Neural Networks. Tensor Decomposition is an active area of research dedicated to the study of low-rank approximation for multi-dimensional arrays and has applications in a variety of fields, ranging from psychology to computer vision [22, 37]. Tensor decomposition techniques have been used to reparameterize neural network layers in order to speed up the inference [5, 4, 34],[25] and [36] used CP Decomposition to speed up spatial static convolutional and FC layers. [23] extended this idea to spatio-temporal static convolutional kernels. Differently from these works, we focus on non-linear dynamic layers and extend this trend of research by investigating a tensor decomposition for a "Dynamic Fully-Connected" layer.

Tensor Notation for Neural Networks. Einstein notation provides an intuitive notation for tensor manipulations. In machine learning, it can be used as an alternative to tensor algebra [37, 14]. Recently, Einstein notation has gained traction as a practical way to improve code readability [41, 40] and enable efficient tensor calculus [24]. Here we use the Einstein notation as a way to compare building blocks for neural networks.

Dynamic Neural Network Layers. The idea of using a layer whose weights are adaptive to the input can be traced back to early CNNs using max-pooling [19]. Dynamic convolutions emerged multiple times in the context of low-level [20, 35, 48] as well as high-level vision [13, 3, 47, 27]. The dynamic component is also a neglected feature of attention mechanisms [43, 17, 1, 21], and we identify it here as the key to unlocking non-linear behavior.

Summed Area Tables for Neural Networks. Summed Area Tables (SAT) is an established algorithm in computer vision [6, 44] that is able to provide the sum of values within an arbitrary subset of a grid in constant time. Recently, SAT has been used to accelerate large-kernel convolution in a dense prediction network for Human Pose Estimation [50] and dynamic large-kernel convolutions in language tasks [32]. In the context of Neural network design, SAT enabled fast computation of a linearized attention variant [51], a parameter-free method to adapt the size of the area to attend [28]. Related work on Pooling based neural networks [49] shows how the summation operation can be used to build a competitive backbone for CV. Here, we leverage SAT to achieve an efficient CP Decomposition for DFC.

3. Einstein Notation for Neural Networks

Neural networks – and deep learning architectures in particular – are commonly built as a sequence of tensor operations interleaved by point-wise non-linearities. These critical components extract various meaningful information from the input, with different operators often presented in the literature as new "building blocks" or "layers" for neural architectures, such as “MLP”, “Convolution”, “Residual Block”, “Dense Block”, “Deformable Conv”, “Attention”, “Dynamic-Conv”, etc. In this section, we present a general form of a neural network layer and showcase how the Einstein summation convention can be used as an alternative, short-hand, and self-contained way to represent and relate building blocks for neural networks.

3.1. Background

Einstein notation. In the rest of the paper, we adopt the notation of [24]. Tensors are denoted with uppercase letters and indices to the dimensions of the tensors are denoted in lowercase subscripts. For instance \( X_{ijk} \in \mathbb{R}^{I \times J \times K} \) is a three-dimensional tensor of size \( I \times J \times K \) with three modes (or dimensions) indexed by \( i \in [1, I] \), \( j \in [1, J] \), and \( k \in [1, K] \). Using the Einstein nota-
tion, any multiplication among tensors can be written as: 
\[ C_{s_3} = \sum_{(s_1 \cup s_2) \setminus s_3} A_{s_1} B_{s_2} \] where \( s_1, s_2, \) and \( s_3 \) are the index sets of the left argument, the right argument, and the result tensor, respectively. The summation is only relevant for inner products and is made explicit by underlying tensor indexes. As a representative example to illustrate our notation, we review a set of common operations among tensors. Given the tensors of order two \( Y, X \in \mathbb{R}^{I \times J} \), their Hadamard product can be written as \( Z_{ij} = X_{ij} Y_{ij} \) and is equivalent to the algebraic notation \( Z = X \odot Y \). Similarly, their matrix-product can be written as \( Z_{ij} = X_{ik} Y_{kj} \) and is equivalent to the algebraic notation \( Z = XY^\top \). Given the tensors of order one \( Y \in \mathbb{R}^I \) and \( X \in \mathbb{R}^J \), their outer product creates a tensor \( Z \in \mathbb{R}^{I \times J} \) as \( Z_{ij} = X_i Y_j \). When using a chained sequence of operations, we use the \( \odot \) symbol to write each intermediate result.

**CP Decomposition.** The CP Decomposition also referred to as CANDECOMP/PARAFAC or polyadic decomposition, is used to express the factorization of a multi-dimensional tensor as a linear combination of components with rank one, and thus generalizes the concept of matrix singular value decomposition (SVD) to tensors [22]. For example, let \( X_{ijk} \in \mathbb{R}^{I \times J \times K} \) be a three-dimensional tensor, then we can define the CP Decomposition \( X_{ijk} \approx U_{1r}^1 U_{2r}^2 U_{3r}^3 \), as the approximation of the original tensor from a set of three-factor matrices \( [U_{1r}^1, U_{2r}^2, U_{3r}^3] \). The rank of the tensor \( X_{ijk} \) is defined as the smallest number of \( R \) components needed to generate equality in the CP Decomposition. Note that we call a CP Decomposition canonical whenever \( R \) is equal to the rank of \( X_{ijk} \).

### 3.2. The Dynamic Fully-Connected Layer

A **neural network layer** is a function \( f \) that takes as input a tensor \( X_{mc} \) composed of \( m \in [1, M] \) spatial positions with \( c \in [1, C] \) features (or channels) and produces as output a tensor \( Y_{nd} \) composed of \( n \in [1, N] \) output spatial positions with \( d \in [1, D] \) channels:

\[
Y_{nd} = f(X_{mc})
\]  
(1)

In the following, we start by considering the special case where \( f \) is a linear function before introducing the more general dynamic fully-connected layer.

**Linear Layers** allocate a set of learnable parameters that are allowed to change during training. At inference time, weights are static or fixed (i.e. independent from the input data). These operators compute the output as a linear combination of the elements of the input tensor. The most general instantiation of a **linear** neural network layer is the Fully-Connected layer (FC) [42]:

\[
Y_{nd} = X_{mc} W_{mncd}. 
\]  
(2)

![Overview of Building Blocks Characteristics](image)

**Figure 1: Overview of Building Blocks Characteristics.**

The tensor \( W_{mncd} \) is a representation of a general neural network layer and each of its dimensions is associated with one characteristic that can be used to describe existing building blocks. For example, a Fully-Connected layer has Spatial and Channel mixing, but is not Dynamic. DFC incorporates all possible characteristics in its formulation. Incorporating additional characteristics in a layer has the side effect of increasing the dimensions of the underlying parameter tensors.

parametrized by a four-dimensional weight tensor \( W_{mncd} \) mixing all the available information of the input. FC is spatially adaptive, i.e. weights are not shared across spatial positions and have a complexity of \( O(M \cdot N \cdot C \cdot D) \). Convolutions [26], Point-wise (Pw) and Depth-wise (Dw) Convolutions [16] are special cases of FC that use the priors on weight sharing and local processing to reduce complexity.

**Dynamic Layers** for neural networks adapt their response to the input at inference time. Their output depends on a static tensor of learnable parameters as well as a set of “instance-adaptive” weights, usually created via the use of a function \( g(X) \) of the input tensor. These layers compute the output as a non-linear combination of the elements of the input tensor. The Dynamic Fully-Connected layer (Dynamic-FC or DFC) is a non-linear generalization of the FC layer that can be obtained by turning the weight tensor into a function \( g \) of the input: \( W_{mncd} = g(X_{mc}) \). To illustrate that the tensor \( W_{mncd} \) is not constant anymore but the result of a dynamic construction mechanism, we now consider a “batch” of input instances \( X_{mc} \) created as a stack of \( I \) inputs \( \{X_{mc}^1, X_{mc}^2, \ldots, X_{mc}^I\} \) and the corresponding batch of output instances \( Y_{ind} \) both indexed by the new instance dimension \( i \in [1, I] \):

\[
\begin{aligned}
Y_{ind} &= X_{mc} W_{mncd} \\
W_{mncd} &= [g(X_{mc}^1), \ldots, g(X_{mc}^I)].
\end{aligned}
\]  
(3)

As in the FC layer, the DFC generates the output by mixing all spatial and channel information. On top of that, DFC is dynamic or instance-adaptive, i.e. it processes each input differently. Note the relationship between FC and
DC/FC: i) every instance of FC is also an instance of DFC (i.e. DFC where function g is constant) and ii) there are instances of DFC that are not FC (i.e. DFC where function g is non-constant). Therefore FC is a special case of DFC. As visible in Figure 1, DFC represents a general way to leverage the complete range of interactions of the input and serves as a generalization of existing layers. However, the usage of the DFC is severely limited in practice because of the dense structure of its weights and its high complexity, which is equal to the complexity of the FC layer plus the complexity of the function g. Interestingly, a number of well-known neural network layers can be framed as simplified cases of DFC. That this is the case for Self-Attention [43, 45], Dynamic Convolution [47, 17], Deformable Convolution [7, 52].

4. Factorized Dynamic Fully-Connected Layer

The use of a parameters tensor \( W_{imncd} \) makes the DFC block general, but also its computation heavy to the point of being unattainable in practice. Next, we propose to use CP Decomposition as a means to decrease DFC complexity. Specifically, we propose to factorize the weights of the DFC layer through its CP Decomposition:

\[
W_{imncd} = U^1_{mrc} U^2_{mrd} U^3_{ncr} U^4_{cr} + \epsilon_{imncd} \tag{4}
\]

which represents the full tensor \( W_{imncd} \) as a linear combination of lower-dimensional factor matrices plus an approximation error \( \epsilon_{imncd} \) dependent on the choice of \( R \). Typically, lower \( R \) implies larger errors, while for \( R \geq \text{rank}(W_{imncd}) \) the error is zero, and the CP Decomposition is exact. This approach makes it possible to use these layers efficiently in a neural network without using any strong prior on their weights. Finally, we can define the CP Decomposition by replacing the DFC weights of Eq. (3) with those factorized in Eq. (4) and rearranging terms as:

\[
Y_{ind} = X_{imnc} U^4_{cr} \left[ U^2_{mrc} \right]_{mnr} U^3_{ncr} \left[ U^1_{cr} \right]_{inr} + \epsilon_{imncd} \tag{5}
\]

where \( X_{imnc} \) is the result of unfolding the input \( X_{imn} \) with a global receptive field of size \( M \) for all \( N \) output positions.\(^1\) Equation (5) acts as a low-complexity substitute of (3).

Replacing DFC layers with the CP Decomposition of (5) reduces drastically the memory needed to store the weights from \( \mathcal{O}(M \cdot N \cdot C \cdot D) \) to \( \mathcal{O}(L \cdot R) \), \( L = \max(M,N,C,D) \). It also reduces its computational complexity as the sum of its sequence of operations: \( \mathcal{O}(M \cdot C \cdot R) + \mathcal{O}(M \cdot N \cdot R) + \mathcal{O}(N \cdot R) + \mathcal{O}(R) + \mathcal{O}(N \cdot D \cdot R) \), plus the complexity of the function used to create matrix \( U^1_{cr} \). Moreover, it can be easily learned end-to-end as a sequence of fully differentiable building blocks for neural networks.

However, in cases where the spatial size is large compared to the number of channels (i.e. \( L = M \) or \( L = N \)), the factor matrices \( U^2_{mrc} \) and \( U^3_{ncr} \) cannot be implemented as matrices of learnable parameters without acting as computation bottlenecks. In fact, they require a number of parameters directly proportional to the number of input and output spatial positions. For these reasons, we propose a set of modifications to Eq. (5) that allow us to approximate DFC behaviour in cases where the spatial size of the data is not known in advance and has to fit a low memory footprint. First, we make the complexity of the spatial operator \( U^2_{mrc} \) independent from the number of input spatial position \( M \) by leveraging Summed-Area Table (SAT). SAT, also known as an integral image, is a data structure that can be used to perform fast image filtering \([6, 44]\). It enables the computation of pooling operations on a receptive field of arbitrary size with a constant computational cost and can be used to implement a pooling operation on a learned receptive field \([50]\). In practice, we propose to decompose the contribution of the factor matrix \( U^2_{mrc} \) as follows:

\[
U^2_{mrc} = P_{mrg} E_{rg} \tag{6}
\]

where \( P_{mrg} \) is a collection of \( G \) fully differentiable pooling layers with a learnable receptive field, and \( E_{rg} \) is the set of learnable weights used to combine their contribution. The advantages are two-fold: i) the model is able to actively learn the optimal receptive field, opting for global or local reasoning for the task at hand, and ii) spatial mixing can be performed at a constant computational cost even when the receptive field is global.

Second, we avoid the need to instantiate a parameter for every \( n \)-th output spatial position via the use of hypernetwork.

---

\(^1\)We define as “unfolding with receptive field \( K \)” the operation of rearranging the input as a collection of \( N \) sliding patches of size \( K \).
With the same number of input and output \( \phi \) as a stack complexity. via CP decomposition in a \( C \) tiles of equal size. These \( D \) \( N \) input channels, \( X \) into a single operator as the dimension \( \phi = G \) modulation function followed and dynamic_pool \( N \) output function which is in practice im-

\[
\text{Listing 1: Pseudo-code for our Factorized DFC Layer. } N \text{ refers to the number of spatial positions, } R \text{ the dimension of CP decomposition, } C \text{ input channels, } D \text{ output channels. Our block also takes in the number } G \text{ of dynamic pooling to learn, and achieves global spatial-mixing by the gate modulation function followed by the dynamic_pool function which is in practice implemented with sum-area tables (SAT).}
\]

Specifically, we propose to combine the effect of the two gating modules \( U_{ir}^1 \) and \( U_{ir}^3 \) into a single operator as

\[
U_{imr}^{13} = U_{ir}^1 U_{ir}^3 = \phi(X_{imr}),
\]

(7)

where the function \( \phi \), parametrized via a small CNN, generates dynamic and spatially adaptive weights conditioned on the input \( X_{imr} \). Note that, to further limit complexity, the input of \( \phi \) can be downsampled to a pre-defined fixed size, and then the output can be upsampled to match the original resolution, e.g., by interpolation. As a result, the complexity of this spatial adaptive operation is again constant with respect to the number of output spatial positions \( N \).

We obtain the final formulation by replacing Eq. (6) and Eq. (7) in Eq. (5) as:

\[
Y_{ind} = X_{imnC} U^4_{ir} \mid \mid P_{arg} \mid \mid E_{arg} \mid \mid U_{imr}^{13} \mid \mid U_{arg}^5
\]

(8)

This formulation, which is a CP Decomposition for a DFC block with two extra assumptions on its factor matrices, comes with several desirable properties. Firstly, Eq. (8) can be applied to inputs of arbitrary resolutions without compromises on the size of the receptive field. Secondly, approximating the Eq. (3) behaviour reducing its complexity from \( O(M \cdot N \cdot C \cdot D) \) to \( O(N \cdot C \cdot R) \) (where, potentially, \( R \ll C \)). Moreover, its memory footprint is drastically reduced when compared with Eq. (5). Eq. (8) achieves global reasoning with a complexity \( \text{and parameter count independent of the number of spatial positions, cutting the allocated number of learnable parameters from } O(M \cdot N) \text{ of Eq. (5) to a constant } O(1). \text{ Figure 2 shows an overview of our method and the Listing 1 presents pseudo-code to describe its implementation. In our experiments, we add a residual con-}

\[\text{nection after our block to ease convergence. In our experimental sections, to ease comparisons we use a DFC weight tensor } W_{imnc} \text{ with the same number of input and output channels } C = D \text{ and implement the function } \phi \text{ as a stack of two point-wise convolutions. We set the rank of the CP decomposition } (R) \text{ to be fixed to a quarter of the original dimensionality, and the } G \text{ number of fully differentiable pooling groups to be } 12, \text{ which empirically showed a good trade off between complexity and performance.}
\]

4.1. Illustrative Example

One of the goals of a Dynamic Fully-Connected Layer is to equip a model with the capability to reason about the whole input representation at one glance, discovering non-linear interactions among input elements. We first test the ability of our Factorized DFC variant to approximate the full DFC weight tensor \( W_{imnc} \) via CP decomposition in a controlled scenario. We used the MNIST dataset and a four-layer fully convolutional encoder-decoder architecture. To test the ability of our method to make use of available but scattered information, we attempted the reconstruction of an image given its shuffled version, by designing a "puzzle reconstruction on MNIST" experiment. To obtain an input puzzle, each image is split into 16 tiles of equal size. These tiles are then randomly rotated and mirrored before being stitched back together. Input and ground truth (GT) samples can be seen in Figure 4. Between the encoder and the decoder part of the network, the DFC module integrates non-linear global information about the input tensor. We start by analyzing the effect of the two DFC layers of Eq. (3) and (8). To highlight the effect of global reasoning in the latent space, we use as a baseline a standard Convolution (Conv) layer, which has a complexity similar to our method. To highlight the benefit of non-linear processing in the latent space, we use as a baseline a Fully-Connected layer (FC), which uses a static set of weights to process the input globally but linearly. Figures 3 and 4 show an overview of our comparisons. The Conv baseline is limited to processing the input locally and performs worse than models trained with global reasoning. The FC layer cannot adapt its behavior to the input data and thus has lower performance than the DFC variants. As visible, our CP-Decomposed DFC can approximate global non-linear behavior and is qualitatively on par with the DFC layer. Nevertheless, while a standard DFC has a complexity \( O(N^2 \cdot C^2) \), our version achieves the same results with a linear \( O(N \cdot C \cdot R) \) complexity.

5. Experiments

In the previous sections, we have provided a new perspective on the formulation of neural network layers showcasing how the CP decomposition can be used to reduce the complexity of a DFC layer while keeping its inductive biases of i) adaptive receptive field ii) dependence on the input
and ii) spatial adaptivity. In this section, we investigate the use of our DFC layer as a basic building block for neural network architectures applied to computer vision problems. Further, in our analysis, we emphasize which aspects of the DFC inductive biases are relevant to process vision data.

5.1. Large Scale Classification

We evaluate our framework on the image classification task using the ImageNet dataset [8], a large-scale and diverse benchmark that requires high-level semantic understanding and robustness to variations. We hypothesize that our framework can achieve comparable or better performance than existing methods with fewer parameters and computations, thanks to the joint use of CP decomposition and DFC inductive biases. To test this hypothesis, we contrast the performance of CP-Decomposed DFC layers with CP-Decomposed Convolutional [25] \((\approx W_{\text{knod}})\) and Fully-Connected [36] \((\approx W_{\text{mncd}})\) layers. Moreover, we highlight the contribution of SAT by providing a comparison with a CP-Decomposed Convolutional variant that uses Pooling \((\approx P_{\text{knod}})\). Note that differently from the small-scale experiment presented in the previous section, a comparison with a standard DFC layer on real computer vision applications is not feasible, since its high computational complexity prevents the network to fit even a standard desktop GPU memory. Overall, these are natural baselines to compare with, as they represent different trade-offs between expressiveness and efficiency in neural network design. Our goal is to demonstrate how our framework can simplify neural network architectures without extensive hyperparameter tuning or architectural modifications. To this end, we keep the same architecture and training setup across all experiments, allowing us to isolate the effect of different layer types on the final outcome. Finally, we investigate two macro-design choices: the hierarchical aspect and the size of the architecture, which influence the capacity and scalability of neural networks. We aim to show how our framework can adapt to different settings with minimal changes. We follow [49] for training experimental setup and hyperparameters choices. We used the ImageNet 1K datasets as input images of size \(224 \times 224\). We train each model under the same setup using 300 epochs, AdamW optimizer, cosine schedule, and learning rate of \(1\times10^{-3}\). We used the standard data augmentations strategies of CutMix, MixUP, CutOut, and RandAugment. For all our experiments, we used 8 GPUs and an effective batch size of 1024. We refer to the original paper for more in-depth details. As performance metrics, we report results for the original ImageNet test set as well as two additional test sets as a measure of overfitting: the cleaned-up ReaL validation set [2] (Real) and ImageNet-V2 [39] (V2). As a measure of space complexity, we report parameter count in millions P(M), while for time complexity we report Giga Floating Point operations per second F(G).
Comparisons with other dynamic layers

Lastly, we compare our method with other dynamic layers, by substituting our spatial processing module (modulation + SAT) with other well-known spatial operators that provide instance-adaptive response: Self-Attention [43], Linear Attention [21], and Dynamic-Convolution [27, 47]. We use the small hierarchical architecture for our comparison. As visible in Table 6, our method achieves the best efficiency performance trade-off. Moreover, thanks to the use of modulation and SAT, is the only method that processes spatial information with a complexity that is independent from the size of the input image.

Table 6: Comparisons with other dynamic layers. \( N \) spatial size, \( C \) number of channels, \( K \) kernel size. Our method achieves the best performance and lowest complexity.
Table 4: Detection and Segmentation using RetinaNet. Under the same complexity and training strategy, our method outperforms others by a large margin thanks to the use of dynamic weights, the generation of a spatially adaptive response, and the leveraging of an adaptive receptive field.

5.2. Downstream Vision Tasks

We show that our method can serve as a backbone for different computer vision applications that require high-level feature extraction and reasoning. To this end, we use the hierarchical models pre-trained on ImageNet 1K and test them on the dense prediction tasks of object detection and segmentation on the COCO dataset [31]. Our goal is to demonstrate the use of DFC layers as extractors of pixel-level features for downstream tasks. For a fair comparison, we compare the backbones under the same training setup, macro design choices, and computational budget, and report the best performance among three runs with different random initialization for each method. Moreover, to test their generalization ability, we use two types of widely used detectors that represent different detection frameworks: RetinaNet [30], a single-stage detector, and Mask R-CNN [15], a two-stage detector. We train on the train2017 split and test on the 5K validation images of val2017. We employ a 12-epoch training schedule and use AdamW optimizer with an initial learning rate and weight decay of $1e^{-4}$, batch size of 16. We fix the short size of the image to 800 pixels during testing. We train on 8 GPUs and report performance for the best epoch. Results are shown in Table 4 and Table 5. Consistently with the classification results, our method significantly outperforms its counterparts. Compared with a traditional CP-Decomposed Conv, our method achieves a substantial improvement of +1.5 AP and +0.7 AP for a backbone of 15 and 28 millions of parameters respectively. Compared to the architecture using FC layers, our method can handle inputs of varying dimensions and can be used as a backbone for the tasks. Furthermore, the results show a consistent trend across the two tables, indicating the generalization ability of our method across detectors. Additionally, we observe that the performance variation across runs is no larger than 0.2 AP, demonstrating the robustness of our results. We show that DFC layers can replace traditional convolution layers with the same complexity while achieving better performance, dynamic weight generation, spatially adaptive response, and global reasoning by design.

Table 5: Detection and Segmentation using Mask-R-CNN. A stack of DFC layers serves as effective features extractor for a given computational budget. Note that FC layers cannot process input of different sizes and cannot be used as a backbone for downstream tasks.

6. Conclusion

In this paper, we introduce a new Dynamic Fully-Connected layer, a non-linear extension of a Fully-Connected layer that has an adaptive receptive field, is instance-adaptive, and spatially aware. Starting from our analysis of deep learning layers using Einstein notation and CP decomposition, we design a new factorized operator for neural networks that can dynamically adjust the receptive field size in constant time, resulting in significant complexity reduction without compromising expressivity. In the task of image classification with a fixed computational budget measured in Floating Point Operations, our operator outperforms traditional static layers by almost 2%, with a trend consistent across architectures and sizes. It also achieves the same performance and lower complexity when compared to other dynamic layers. Moreover, when used to extract feature representation for the downstream tasks of detection and segmentation, it improved results up to 3% without increasing the parameter count. These results demonstrate that our method is able to learn a data representation superior to traditional layers without increasing the underlying complexity of the architecture, thus establishing a novel paradigm for neural network design.

Despite these promising initial results, the performance of neural networks on any given task depends not only on the choice of its building blocks, but also on other factors such as the architectural macro-designs (e.g. how to combine building blocks sequentially, the optimal depth-width ratio, the patch generation strategy), the training techniques (e.g. data augmentation, optimization method) and implementation strategy for the DFC layer (e.g. alternative factorization, implementation of gating mechanisms). This exploration is left for future work. Next, we plan to release our code on Pytorch [38] and MindSpore [18] deep learning computing libraries and to explore the relationship between our framework, the CP-Decomposed variant of the DFC layer, and other dynamic layers.
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