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Abstract

Current state-of-the-art deep neural networks for image classification are made up of 10–100 million learnable parameters, i.e. weights. Despite their high classification accuracy these networks are highly overparameterized. The complexity of the weight count can be considered as a function of the number of channels, the spatial extent of the input and the number of layers of the network. Due to the use of convolutional layers the scaling of weight complexity is usually linear with regard to the resolution dimensions, but remains quadratic with respect to the number of channels. Active research in recent years in terms of using multigrid inspired ideas in deep neural networks have shown that on one hand a significant number of weights can be saved by appropriate weight sharing and on the other that a hierarchical structure in the channel dimension can improve the weight complexity to linear. Utilizing these findings, we introduce an architecture that establishes multigrid structures in all relevant dimensions, contributing a drastically improved accuracy-parameter trade-off. Our experiments show that this structured reduction in weight count reduces overparameterization and additionally improves performance over state-of-the-art ResNet architectures on typical image classification benchmarks.

1. Introduction

Deep convolutional neural networks (CNNs) have proven to be among the most powerful methods for image recognition tasks [20, 27, 12].

In general, current state-of-the-art CNN architectures for computer vision easily comprise $O(10^7)$–$O(10^9)$ learnable weights. This large amount of weights entails the risk of overparameterization which can lead to poor generalization. Thus, weight count reduction is desirable, however it may induce an undesirable bias. This trade-off is referred to as “bias-complexity trade-off”, which constitutes a fundamental problem of machine learning, see e.g. [29].

In this work we address this problem by introducing a CNN architecture that achieves a more favorable bias-complexity trade-off, in terms of an accuracy-weight trade-off, by exploiting multigrid inspired ideas. Similar to state-of-the-art architectures, its weight count scales linear in the resolution dimensions and substantial reductions are achieved by appropriate weight sharing. A hierarchical structure w.r.t. the channel dimensions facilitates linear scaling of the weight count. In combination we obtain an architecture whose number of weights scales only linearly in all relevant dimensions, i.e., the input resolution and number of available channels. To motivate our approach and establish an appropriate context we make a short, abstract tour of the history of neural network (NN) development. From a theoretical point of view NNs are composed of a sequence of layers, consisting of linear mappings, combined with bi-
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ases and non-linear activation functions. The main bulk of the weights of a NN is found within the linear mappings

\[ \theta : \mathbb{R}^{m \times n \times c} \rightarrow \mathbb{R}^{m' \times n' \times c'}, \quad (1) \]
i.e., \( \theta \in \mathbb{R}^{(m\cdot n\cdot c) \times (m'\cdot n'\cdot c')} \) where \( m, n \) and \( m', n' \) are the spatial dimensions and \( c, c' \) denote the channel dimension of the in- and output, respectively. Without further assumptions, these linear maps are given by dense matrices, corresponding to a fully connected layer. Such a layer then possesses \((m \cdot n \cdot c) \times (m' \cdot n' \cdot c')\) weights and becomes quickly intractable for growing \( m, m' \) and \( n, n' \) [29]. The assumption that learnable features are shift invariant enabled the introduction of CNNs [22, 7]. From the perspective of weight complexity and, in particular, the structure of linear weight maps, these convolutional layers can be viewed as blocked, banded matrices as illustrated in fig. 1. Denoting the stencil size by \( s \times s' \), a convolutional layer has \( O(s \cdot s' \cdot c \cdot c') \) weights with the huge advantage that \( s, s' \) are fixed w.r.t. the resolution dimensions \( m, m' \) as well as \( n, n' \). However, this comes at the price of slow information exchange which requires the use of many layers and incorporation of poolings to speed up the spatial exchange. Gating mechanisms, such as skip connections in residual networks, e.g. ResNets [13, 14], simplify information flow across many layers. By gradually restoring information from feature maps, the vanishing-gradient problem and accuracy saturation in CNNs is avoided.

To reduce the complexity of CNNs, [10] utilize the inherent similarity of multigrid (MG) and residual layers, which has already been pointed out in [13]. MG methods are hierarchical methods, typically used to solve large sparse linear systems of equations stemming from discretization of partial differential equations [31]. Inspired by MG, the architecture of [10], termed MgNet, finds justification to share weight tensors across multiple convolutional layers in ResNet-like structures, and thus reduces the overall weight count. Still, the weight count scales quadratically w.r.t. the number of channels.

Unfortunately, an assumption like shift-invariance in the spatial dimensions is amiss regarding the channel dimension and any attempt to manually sparsify its connectivity, i.e., by blocking or dropping connections, is typically met with significant performance loss. Attempts to automatically reduce CNN weight count while preserving most of the predictive performance include pruning [8, 9, 23, 15], neural architecture search [1, 6] as well as the development of resource-efficient architectural components [17, 28, 34, 35]. An MG perspective onto this sparsification problem is taken by [5], where the artificially limited exchange of information between channels is addressed by another hierarchical structure, termed multigrid in channels (MGIC). In this way, a linear scaling of the weight count can be determined. In this work, we pick up the recent developments in MG inspired architecture and present a new efficient CNN architecture. Our contribution can be summarized as follows:

1. We introduce an efficient ResNet-type architecture of MG inspired CNNs that exhibits improved scaling behavior w.r.t. all relevant dimensions, i.e., number of channels and layers, compared to recent architectures.
2. Our architecture combines elements introduced in [10] and [5] in a natural, albeit subtle, manner and can be fully explained using MG terminology.
3. The resulting architecture reduces overparameterization drastically, i.e. substantially cuts the weight count compared to similar residual architectures. Moreover, compared to ResNet, MgNet and MGIC, our approach achieves superior performance in terms of accuracy.

In our experiments, we compare our architecture to these architectures on various datasets. E.g., compared to ResNet18 on CIFAR-10, we reduce the weight count by a factor of 10 while sacrificing only up to 0.5 percent points (pp) in accuracy. Even a reduction of the weight count by a massive factor of 28, the loss in accuracy remains below 1 pp.

The remainder of this article is organized as follows: we discuss related works in section 2. In section 3 we elaborate on the similarities of residual networks and MG, including the development of our MG block. Ultimately, we present numerical results in section 4.

2. Related Works

Work related to our MG approach presented in this paper can be grouped into three categories, proceeding from remotely related to closely related.

Reducing the Number of Channels The reduction of weight count is often a byproduct in attempts to lower the computational footprint of an NN, e.g. to achieve real time capability. Though, pruning [8, 9, 23, 15] and sparsity-enhancing methods [3, 7] also reduce model complexity in terms of weight count while trading performance. Usually, pruning drops connections between channels after training, proving experimentally that there is redundancy in CNNs [25]. While the aforementioned approaches can be viewed as an automatic post-training treatment of NN, our scope is to find architectures with a reduced weight count pre-training that yields a favorable weight-accuracy trade-off, compared to post-training reductions.

Modified Layers Another line of research is concerned with the development of convolutional layers with improved
computational efficiency. Compared to the previous category, all techniques reviewed here stem from human intuition and classical methods for improving computational efficiency. One such idea is to use so-called depth-wise separable convolutions, that were introduced as a key feature of MobileNet architectures [17, 28, 16]. Serializing the spatial dimensions, the resulting convolution kernel can be viewed as a rank one matrix of dimensions given by the kernel’s spatial extent $s^2$ times the kernel’s channel extent $c$. While this allows to perform convolutions with less floating point operations, that approach also reduces the number of weights in the given layer from $s^2 \cdot c$ to $s^2 + c$. Another approach to reduce the computational effort of convolutions consists of grouping channels [20, 34]. While the convolution usually acts within each group, the groups themselves are decoupled. In the $s^2 \times c$-matrix representation of the convolution kernel, this approach amounts to a block diagonal matrix. Entirely decoupling of the groups hinders the distribution of information across channels. To circumvent this issues, e.g. in ShuffleNet [35] channel shuffling and grouping are combined. Our MGiaD architecture reduces the weight count complexity without decoupling effects.

**Multigrid-Inspired Architectures**

In scientific computing, MG methods are known to be optimal methods for solving linear systems arising from partial differential equations (PDEs) [31, 30, 2]. These methods consist of two components that act complementary on the spectrum of the system matrix, namely the smoother and the coarse grid correction. While the former treats high frequency components, the latter treats low frequency ones. MG and deep learning have many computational components in common [13, 10]. The similarity of MG and CNNs also led to different architectural developments. [18] proposed an architecture wherein every layer is a pyramid of different scaled convolutions and every layer processes coarse and fine grid representations in parallel. [10] and [11] further exploited the close connection between CNNs and MG for the development of a framework called MgNet that formulates common CNN architectures as MG methods and yields a justification for sharing weight tensors across multiple layers within a given CNN architecture. MgNet utilizes MG in spatial dimensions and is capable of reducing weight counts considerably while maintaining the model’s classification accuracy. Likewise, [5] achieve a reduction of the weight count by applying MG in the channels dimensions, which naturally extends grouped convolutions in an MG fashion. The resulting CNN building block is termed multigrid-in-channels (MGIC). It is built upon grouped convolutions and performs coarsening via channel pooling, thus utilizing MG in the channel dimension. As opposed to our work, neither of the mentioned works takes a unified MG perspective onto CNNs in all dimensions.

### 3. Residual Learning and Multigrid Methods

In this work, the focus is on image data, characterized by resolution, i.e., a grid of pixels. Furthermore, we consider the channel dimension itself as a grid. In this section we explicate both smoothing and coarsening, the MG main concepts, pointing out similarities of ResNet and MG.

**Revisiting ResNet and MgNet**

In [10] was proposed that data-feature relations $A(u) = f$ can be optimized, if $A$ is learnable. The right-hand-side $f$ represents the data, $u$ denotes the feature space, s.t. relations between data $f \in \mathbb{R}^{m \times n \times c}$ and features $u \in \mathbb{R}^{m \times n \times h}$ are given by

\[
A : \mathbb{R}^{m \times n \times h} \mapsto \mathbb{R}^{m \times n \times c}, \quad \text{s.t. } A(u) = f \tag{2}
\]

\[
B : \mathbb{R}^{m \times n \times c} \mapsto \mathbb{R}^{m \times n \times h}, \quad \text{s.t. } u \approx B(f), \tag{3}
\]

with $m$ and $n$ spatial dimension and $c$ and $h$ number of input and output channels. In that sense, we can think of $A$ as a feature-to-data map, whereas $B$ is a map that extracts features from an element of the data space. In general $A$ and $B$ are weight matrices of convolutional layers, i.e., banded matrices. To explain the connection between MG and residual networks, we ignore for now the non-linear activation functions and focus on the weight matrices. The key to un-
Understanding the iterative solution of $A(u) = f$ is the observation that given any approximation $\tilde{u}$ for the solution $u$ the error $e = u - \tilde{u}$ fulfills the residual equation

$$Ae = A(u - \tilde{u}) = f - A\tilde{u} = r.$$  

(4)

Hence, an approximate solution $\tilde{e} = Br$, defined by an appropriate feature extractor $B$, of the residual equation can be used to update the approximation $\tilde{u} \leftarrow \tilde{u} + \tilde{e}$. By iterating this idea, we obtain the general structure for the solution of $A(u) = f$ by

$$u = u + B^i(f - A(u)) \quad \text{for} \quad i = 1, 2, \ldots,$$

(5)

starting with an initial guess $u = u_0$. Structurally, adding non-linear activation functions after any $A$ or $B^i$, (5) resembles a ResNet block as has been examined in detail by [10].

Based on the interpretation of $A$ and $B^i$ as data-to-feature and feature-to-data maps, respectively, it makes sense to fix $A$ (i.e., use weight sharing across multiple blocks) and to either choose a different $B^i$ in every step, corresponding to a non-stationary iteration, or fixed as well, turning (5) into a stationary iteration. Fixing $A$ in every block is the main difference of the MgNet architecture compared to standard ResNet. Sharing weights in $A$ and $B$ reduces the weight count. E.g. ResNet with $k$ blocks without weight sharing has a weight complexity of $O(2k \cdot (s^2 \cdot c \cdot h))$ whereas sharing both $A$ and $B$, i.e., considering the stationary iteration case of MgNet, leads to $O(2 \cdot (s^2 k \cdot c \cdot h))$, cf. fig. 3. We require the feature extractors $B^i$ to have a convolutional structure, so it is clear, that even if chosen optimally, the iteration converges slowly as the pseudo-inverse of $A$ is generally a dense matrix, i.e., requires a fully connected weight matrix for its representation. On the upside, convolutional $B^i$ are cheap to apply and act locally on the data, i.e., they resolve the feature-data relation up to a certain scale, but do not encompass the whole domain. This local smoothing of features is the main observation of a MG construction, as the resulting error after a few iterations can be accurately represented on a coarser scale.

**Resolution Coarsening** The transfer of (residual) data to coarser scales is facilitated by mappings

$$R^{\ell+1}_\ell: \mathbb{R}^{m_{\ell} \times n_{\ell} \times c_{\ell}} \mapsto \mathbb{R}^{m_{\ell+1} \times n_{\ell+1} \times c_{\ell+1}},$$

(6)

resulting in a hierarchy of resolution levels $\ell = 1, \ldots, L$. On each level $\ell$, smoothing iterations (5) are applied with resolution-wise mappings $A_\ell$ and $B^i_\ell$. The building blocks of CNNs, equivalent to restrictions in MG, are pooling operations, which typically reduce the resolution dimensions by strides $> 1$, while increasing the channel dimensions. Combining smoothing iterations and restrictions we obtain algorithm 1, which can be understood as the coarsening leg $(\backslash)$ of a standard MG $V$-cycle [31].

**Algorithm 1 \ MgNet($f_\ell$)**

1: Initialization: $u_\ell = 0$
2: for $\ell = 1, \ldots, L$ do
3:     for $i = 1, \ldots, \nu$ do
4:         $u_\ell = u_\ell + B^i_\ell(f_\ell - A_\ell(u_\ell))$
5:     : $u_{\ell+1} = 0$
6:     $f_{\ell+1} = R^{\ell+1}_{\ell}(f_\ell - A_\ell(u_\ell))$

**Full Approximation Scheme (FAS) for Resolution Coarsening** So far, we ignored the non-linearity of the overall CNN structure due to activation functions, potentially non-linear pooling and normalization operations.

As usual in iterative methods for solving non-linear problems, the initial guess not only determines which solution is found, but also decisively influences the convergence rate. Thus transferring the current feature approximation $u_\ell$ to the coarser scale $u_{\ell+1}$ can make a significant difference...
over choosing \( u_{\ell+1} = 0 \) as an initial guess. Consequently, to solve non-linear problems in MG a linear mapping

\[
\Pi_{\ell}^{f+1} : \mathbb{R}^{n_{\ell} \times m_{\ell} \times c_{\ell}} \mapsto \mathbb{R}^{n_{\ell+1} \times m_{\ell+1} \times c_{\ell+1}},
\]

(7)
is introduced to initialize \( u_{\ell+1} = \Pi_{\ell}^{f+1} u_{\ell} \). Now, that we start on resolution level \( \ell + 1 \) with a non-trivial initial solution, the restricted (residual) data input \( f_{\ell+1} \) needs to be adjusted by adding \( A_{\ell+1}(u_{\ell+1}) \). This adjustment can be incorporated into algorithm 1 by changing lines 4 and 5 to

\[
u_{\ell+1}^0 = \Pi_{\ell}^{f+1} u_{\ell} \]

(8)

\[
f_{\ell+1} = R_{\ell}^{f+1} (f_{\ell} - A_{\ell}(u_{\ell})) + A_{\ell+1}(u_{\ell+1}).
\]

(9)

Clearly, \( \Pi_{\ell}^{f+1} \) corresponds to yet another pooling when viewed in the CNN context, but does not have any counterpart in the general ResNet architecture. Figure 4 summarizes all mappings relevant on any resolution level \( \ell \).

**Channel Coarsening** While the convolutional and hierarchical structure of CNNs allows for an efficient treatment of the resolution dimensions, with a linear scaling of weights w.r.t. these dimensions, the situation is completely different w.r.t. the channel dimension. Here, typically no restriction is put on the connectivity structure, i.e., the convolutional maps are dense w.r.t. the coupling of input to output channels. Clearly, the full coupling of channels enables efficient exchange of information, but poses the problem of quadratic scaling in the weight count and could lead to a poor accuracy-weight trade-off due to redundancies. Assuming that the number of channels cannot be reduced, a decrease in the weight count is only possible by addressing their connectivity. Unfortunately, one cannot profit from an invariance assumption that allowed the introduction of convolutional connections in the resolution dimensions. Thus any reduction in the channel connectivity is of an ad-hoc nature. The most straightforward way to limit the connectivity is grouping channels, s.t. exchange remains only within each group, cf. fig. 5. Denoting the group size by \( g_s \) such a strategy reduces the weight count from \( \mathcal{O}(s^2 \cdot c \cdot h) \) to \( \mathcal{O}(s^2 \cdot \frac{c}{g_s}) \) [20].

While replacing \( A_{\ell} \) and (or only) \( B_{\ell} \) by grouped convolutions with \( g_s < c \) cuts the weight count significantly, the lack of interaction between the channels also decreases the accuracy, c.f. fig. 7. To facilitate efficient channel interaction, [5] introduced a grouped restriction mapping

\[
\hat{R}_{\ell,K}^{\kappa+1} : \mathbb{R}^{m_{\ell} \times n_{\ell} \times c_{\ell,\kappa}} \mapsto \mathbb{R}^{m_{\ell} \times n_{\ell} \times c_{\ell,\kappa+1}},
\]

(10)

with \( c_{\ell,\kappa+1} = \left( \frac{c_{\ell,\kappa}}{g_s} \right) \), halving the number of channels, e.g. as depicted for two in-channel levels in fig. 2. Corresponding to a MG \( V \)-cycle (cf. [31]) another grouped mapping

\[
\hat{P}_{\ell,K}^{\kappa+1} : \mathbb{R}^{m_{\ell} \times n_{\ell} \times c_{\ell,\kappa+1}} \mapsto \mathbb{R}^{m_{\ell} \times n_{\ell} \times c_{\ell,\kappa}}
\]

(11)
is defined to refine the number of channels. This prolongation map interpolates coarse level features \( \hat{u}_{\ell,K+1} \) to the fine level, starting from the coarsest which uses a dense CNN-block, e.g. a ResNet-block [5]. As in MG such a coarse-level update on \( \kappa \) is given by

\[
\hat{u}_{\ell,K} = \hat{u}_{\ell,K} + \hat{P}_{\ell,K+1}^{\kappa}(\hat{u}_{\ell,K+1})
\]

(12)

Using this MG strategy for the channel dimensions allows for a significant reduction in the number of weights without sacrificing much accuracy [5].

**Algorithm 2 (MG) Smoothing in channels SIC(\( f_{\kappa}, u_{\kappa} \))**

1: \( \textbf{for } i = 1, \ldots, n_{\text{pre}} \textbf{ do} \)

2: \( u_{\kappa} = u_{\kappa} + B_{\kappa}^{i}(f_{\kappa} - \hat{A}_{\kappa}u_{\kappa}) \) \( \triangleright \) pre-smoothing

3: \( \textbf{if } \kappa \neq K \textbf{ then} \)

4: \( u_{\kappa+1} = \Pi_{\kappa+1}^{f+1}(u_{\kappa}) \)

5: \( f_{\kappa+1} = \hat{R}_{\kappa+1}^{\kappa}(f_{\kappa} - \hat{A}_{\kappa}(u_{\kappa})) + \hat{A}_{\kappa+1}(u_{\kappa+1}) \)

6: \( \hat{u}_{\kappa+1} = \text{SIC}(f_{\kappa+1,\kappa+1}) \)

7: \( u_{\kappa} = u_{\kappa} + \hat{P}_{\kappa+1}^{\kappa}(\hat{u}_{\kappa+1}) \)

8: \( \textbf{for } i = 1, \ldots, n_{\text{post}} \textbf{ do} \) \( \triangleright \) post-smoothing

9: \( u_{\kappa} = u_{\kappa} + B_{\kappa}^{i}(f_{\kappa} - \hat{A}_{\kappa}(u_{\kappa})) \)

**Multigrid in all Dimensions: MGiaD** To obtain an architecture that ultimately scales linearly in the weight count w.r.t. all problem dimensions (resolution and channels), connecting the ideas of MgNet and FAS, we introduce a (MG) smoothing in channels (SIC) block. SIC, depicted in fig. 2, uses (10) and (11) to build an in-channel hierarchy, incorporating smoothing iterations (5) with shared weights w.r.t. the in-channel level \( \kappa \). To be more precise we replace the maps \( A_{\ell} \) and \( B_{\ell} \) in algorithm 1 by an in-channel \( V \)-cycle in the following way. The convolutions \( A_{\ell} \) and \( B_{\ell} \), which are fully connected w.r.t. the channel dimensions are replaced by grouped convolutions \( \hat{A}_{\ell,\kappa} \) and \( \hat{B}_{\ell,\kappa} \) respectively. In addition we introduce grouped convolutions \( A_{\ell,K,\kappa} \) and \( B_{\ell,K,\kappa} \) for \( \kappa = 1, 2, \ldots, K_{\ell} \) as well as restrictions \( \hat{R}_{\ell,K,\kappa}^{\kappa+1} \) and interpolations \( \hat{P}_{\ell,K,\kappa}^{\kappa+1} \) for \( \kappa = 1, 2, \ldots, K_{\ell} - 1 \). In here, the number of levels \( K_{\ell} \) is chosen such that \( \hat{A}_{\ell,K_{\ell}} \) and \( \hat{B}_{\ell,K_{\ell}} \) are again fully connected w.r.t. the channel dimension. The overall structure of the resulting method is sketched in fig. 6. On each channel level \( \kappa \) the grouped convolutions \( \hat{A}_{\ell,K,\kappa} \) and \( \hat{B}_{\ell,K,\kappa} \) are arranged as in (5), i.e., as an in-channel smoothing iteration. Analogous to an FAS-type restriction \( \Pi_{\ell}^{f+1} \) of the current feature map in MgNet, we introduce an in-channel FAS restriction map

\[
\hat{\Pi}_{\ell,K}^{f+1} : \mathbb{R}^{m_{\ell} \times n_{\ell} \times c_{\ell,\kappa+1}} \mapsto \mathbb{R}^{m_{\ell} \times n_{\ell} \times c_{\ell,\kappa}}.
\]

(13)

Clearly, both \( \hat{R}_{\ell,K}^{\kappa+1} \) and \( \hat{\Pi}_{\ell,K}^{f+1} \) have to be grouped mappings as well in order to end up with a linear scaling of the
weight count w.r.t. the channel dimension size. Our final MG smoothing in-channel algorithm (SiC) is summarized in algorithm 2.

The dependency of the number of weights is reduced from quadratic to linear scaling w.r.t. the channel dimension when compared to a fully connected structure as in ResNet or MgNet. Replacing the smoothing iteration in MgNet by in-channel-MG-blocks finally yields a MG-like architecture that achieves linear scaling of the number of weights in all dimensions. The resulting method termed multigrid in all dimensions (MGiaD) is given in algorithm 3.

**Algorithm 3** MG in all dimensions MGiaD($f_{\ell}$)

1. Initialization $u_{\ell_1} = 0$
2. for $\ell = 1, \ldots, L - 1$ do
3. $u_{\ell} = \text{SiC}(f_{\ell}, u_{\ell})$
4. $u_{\ell + 1} = \Pi_{\ell+1}^t(u_{\ell})$
5. $f_{\ell + 1} = R_{\ell + 1}^t(f_{\ell} - A_{\ell}(u_{\ell})) + A_{\ell + 1}(u_{\ell + 1})$

4. Experimental Setup & Evaluation

We evaluate our approach on improving the accuracy-weight trade-off for classification tasks on different popular datasets such as CIFAR-10, CIFAR-100 [19], Fashion-MNIST [33], Tiny ImageNet [21] and ImageNet [4]. We report the number of weights, train and test accuracy with standard deviation (std), obtained from three runs with random seed. Since std $\leq 0.01$ holds for the train accuracy, it is omitted in the following.

**Training Setup** Our models are implemented in PyTorch [26]. Unless otherwise stated, we train the models with batch-size 128 for 400 epochs with an SGD-optimizer, a momentum of 0.9 and a weight decay of $10^{-4}$. In accordance to ResNet [13] we use batch normalization followed by a ReLU activation function after every convolutional layer. The initial learning rate is set to 0.05 and we use a cosine-annealing learning rate schedule [24].

**Evaluation of ResNet and MgNet on CIFAR-10** The CIFAR-10 dataset contains 60k color images of size 32 $\times$ 32 in 10 classes. We compare our MGiaD approach to ResNet18, ResNet20 and corresponding MgNet architectures. The ResNet18 architecture is composed of 4 resolution levels with [64, 128, 256, 512] channels and 2 ResNet-blocks on each resolution level. According to [10] we reduce the number of channels on the last resolution level from 512 to 256 in MgNet. ResNet20, a ResNet version specifically designed for CIFAR-10, is made up of 3 resolution levels à 3 blocks and [16, 32, 64] channels. The parameters of the MgNet architectures are chosen accordingly in either situation. We include tests of MgNet with sharing only $A$, referred to by MgNet$^A$ and sharing both $A$ and $B$, referred to by MgNet$^{A,B}$. In our experiments we observe that sharing convolutions within the ResNet-blocks significantly reduces the weight count of the models at minor decrease in performance. E.g. ResNet18 has 11,174k weights and achieves 96.26% accuracy, while the corresponding MgNet$^{A,B}$, i.e. two shared layers, achieves an accuracy of 96% with 2,751k weights. The smaller ResNet20 is built from 270k weights and achieves 92.44% accuracy, while the corresponding MgNet$^{A,B}$ has 101k weights and achieves 90.58% accuracy. Based on these findings as well as those by He and Xu [11], we opt to default sharing $A$ and $B$, when showing results for MGiaD. In all tests we chose learnable depthwise poolings $\Pi$ and $R$ in both MgNet and MGiaD. We include additional tests where channel grouping in MgNet architectures is used for further sparsification in $A$ and $B$ simultaneously. While a significant reduction in weight count is achieved, we observed in fig. 7 that the performance drops significantly. This finding can be attributed to the worse exchange of information across channels. More detailed results are provided in the supplementary material. These results indicate that a more sophisticated sparsification scheme in the channel dimension is in demand, which is provided by our MGiaD architecture.

**Evaluation of MGiaD on CIFAR-10** To identify the parameters that play a role in the accuracy-weight trade-off, we performed a large-scale parameter study on CIFAR-10. We start by studying results with varying group sizes and size of coarsest level ($c_K$) within the channel MG subcycle. All results are summarized in fig. 7, a detailed discussion can be found in the supplementary material. The results clearly indicate that the size of the fully connected coarsest level of the MG subcycle has a significant influence on the performance of the resulting network, while the group size of the grouped convolutions $A$ and $B$ has a much smaller impact. At $g_s = 4$ and $c_K = 64$ we obtain an architecture with a weight count 30 times smaller compared to ResNet18 at a cost of only 1.5 pp of accuracy. Even compared to the slim MgNet$^{A,B}$, this architecture yields compa-
rable performance at a $7 \times$ reduction in weight count. The more economical ResNet20 comes with only $270k$ weights. For MGiaD with $g_s = 8$ and $c_K = 32$ we obtain a model with similar weight count and substantially improved accuracy. For $g_s = 4$ and $c_K = 16$ we achieve roughly half the number of weights of ResNet20, while being on par accuracy-wise.

To utilize freed up capacity in terms of weights and pursue high accuracy, we introduce a channel scaling parameter $\lambda$. We use this parameter to multiplicatively scale the initial number of channels fixing $c_K = 64$ with $g_s = 4$ or $g_s = 8$. The higher number of overall channels leads to a deeper hierarchy, more parameters and improved performance, cf. fig. 7. Another way of performance improvement is the (re)-use of $A$ and $B$ in the channel MG subcycle in a fashion akin to post-smoothing in MG [31], where such a process is known to speed up the time and work to solve the problem. Correspondingly, we add multiple post-smoothing steps $\eta_{\text{post}}$ to the channel hierarchy. As the weight tensors are shared on one channel level, only weights for new batch normalizations are added to the total. For most setups, multiple post-smoothing steps do not improve the accuracy, c.f. supplementary material. We compile all results for CIFAR-10 in terms of weight count vs. test accuracy in fig. 7, in which we also include results for the MGIC method by Eliasof et al. [5]. We obtain very good results using $g_s = 4$ and varying values of $c_K$ and $\lambda$. However, there is some diminishing returns starting to set in around $500k$ weights and the best result we were able to achieve uses $g_s = 8$ combined with $\lambda = 3$. Due to reduced number of channels through the MG hierarchy and shared weight tensors, the amount of weights is cut drastically. Yet, considering the number of floating point operations (FLOPs), our MGiaD models require a similar number of FLOPs for the same performance as ResNet and MgNet, cf. table 1.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{accuracy_weight_tradeoff}
\caption{Accuracy-weight trade-off on CIFAR-10 for different ResNet, MgNet, MGIC and MGiaD models. For MGiaD the group size $g_s \in \{4, 8\}$ is fixed and the number of channels $c_K$ varies.}
\end{figure}

\begin{table}[h]
\small
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Model & $\lambda$ & $g_s$ & #weights (k) & GFLOPs & accuracy (%) (\pm std) \\
\hline
ResNet18 & - & - & 11,170 & 1.12 & 96.28 (0.16) & 96.14 \\
MgNetA.B & - & - & 2,751 & 1.40 & 96.00 (0.27) & 97.00 \\
MGiaD & 4 & 4 & 1,035 & 1.14 & 96.64 (0.09) & 97.21 \\
MGiaD & 3 & 8 & 1,270 & 1.34 & 95.95 (0.12) & 97.14 \\
\hline
\end{tabular}
\caption{Computational costs in terms of GFLOPs and weight count of ResNet18, MgNet and MGiaD models performing best on CIFAR-10. We report MGiaD models with group sizes $g_s = 4$ and $8$, which are built with $c_K = 64$ fully coupled channels and a channel scaling of $\lambda = 3$.}
\end{table}

\begin{table}[h]
\small
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Model & $c_K$ & $g_s$ & #weights (k) & accuracy (%) (\pm std) \\
\hline
ResNet18 & - & - & 11,603 & 1.17 & 93.84 (0.15) & 100 \\
MgNetA.B & - & - & 2,737 & 1.60 & 93.84 (0.16) & 100 \\
MGiaD & 64 & 4 & 369 & 1.357 & 93.84 (0.10) & 100 \\
 & 64 & & 1,357 & & & \\
32 & 4 & 189 & & 93.32 (0.06) & 100 \\
 & 32 & & 437 & & 93.71 (0.49) & 100 \\
16 & 4 & 420 & & 93.40 (0.21) & 100 \\
 & 16 & & 144 & & 93.28 (0.08) & 100 \\
ResNet20 & - & - & 270 & & 93.02 (0.31) & 100 \\
MgNetA.B & - & - & 101 & & 93.29 (0.15) & 100 \\
MGiaD & 16 & 4 & 28 & & 92.85 (0.06) & 97.07 \\
 & 8 & 37 & & 93.35 (0.09) & 97.63 \\
 & 16 & 55 & & 92.99 (0.15) & 98.48 \\
\hline
\end{tabular}
\caption{Influence of the number of fully coupled channels $c_K$ and $g_s$ on accuracy and weight count for models trained on FashionMNIST. The best model w.r.t. accuracy of each comparison is marked in bold font and the overall best is highlighted purple.}
\end{table}

**Evaluation on FashionMNIST**  FashionMNIST contains 70k $32 \times 32$ grayscale images in 10 classes. The initial learning rate is 0.05 and multiplied by 0.1 every 25 epochs. In all our experiments we observe strong overfitting, results are presented in table 2. However, MGiaD still improves the accuracy-weight trade-off. In particular, in comparison to ResNet18, MGiaD with $c_K = g_s = 64$ achieves the same accuracy with $8 \times$ less weights. Additionally, the weight count for MGiaD can be cut by another factor of 3 while sacrificing only 0.1 pp in performance. To reduce overfitting, we decrease the number of resolution levels from 4 to 3 for experiments with $c_K = 16$. The resulting architectures are compared to ResNet20, also consisting of 3 resolution levels. We indeed observe a mild decrease of overfitting along with a reduction in weight count by a factor of 2.7.

**Evaluation on CIFAR-100**  CIFAR-100 contains 100 classes with 600 images each (same specs as CIFAR-10). We observed for CIFAR-10 and FashionMNIST, that a high number of fully connected channels has a significant influence on the accuracy, thus we opt to choose $c_K = 64$. In table 3 we study the influence of the group size and the number of channels on the accuracy when varying the channel multiplier $\lambda$. Similar to CIFAR-10 we observe that
a higher weight count in general leads to better accuracy. But, compared to CIFAR-10 where the group size had a minor impact, for CIFAR-100 a big group size is essential for a high accuracy. E.g. a model with \( g_s = 8 \) and \( 481k \) weights achieves an accuracy of almost 70 pp, whereas its counterpart with \( g_s = 64 \) achieves over 72 pp with a way higher weight count, i.e., over 1,300k. In accordance to our CIFAR-10 results, the channel scaling successfully utilizes the freed-up capacity. Multiplying the number of channels by 3 results in the best overall accuracy. The resulting model halves the weight count of ResNet18, but improves upon its accuracy by 0.4 pp.

**Evaluation on Tiny ImageNet** Tiny ImageNet consists of 100k images composed of 200 equally sized classes of \( 64 \times 64 \) colored images. Based on previous findings we did not tune \( c_K \) to this dataset specifically, i.e., we keep \( c_K = 64 \). In table 3 we study accuracy and weight count both as a function of group size (\( g_s = 64 \) and \( g_s = 8 \)) the channel scaling \( \lambda \). We compare the resulting models with ResNet18 and corresponding MgNet. Consistent to observations on CIFAR-100 a higher weight count generally leads to a higher accuracy. Nevertheless MGiaD with \( g_s = 32 \) cuts the number of weights by a factor of 6 compared to MgNet, while achieving a slightly higher accuracy of 59.36%, cf. supplementary material. Increasing the group size to \( g_s = 64 \), MGiaD cuts the weight count by a factor of 9 compared to ResNet and a factor of 3 compared to MgNet, while improving the accuracy for both architectures by at least 0.5 pp to 60.36%. Increasing the initial number of channels by \( \lambda = 3 \) leads to an accuracy gain of 3 pp over ResNet18 while requiring 2.3 times fewer weights.

**Evaluation on ImageNet** The ImageNet database contains colored images with resolution \( 224 \times 224 \) in 1,000 semantic classes. As for the Tiny ImageNet subset, we fix \( c_K = 64 \) for the number of fully coupled channels on the coarsest level and study the influence of \( g_s \in \{8, 64\} \) in combination with \( \lambda \in \{1, 2, 3\} \) and compare the resulting models with ResNet18 and MgNets. All models are trained with a batch size of 512, except for MGiaD with \( \lambda = 3 \), for which the batch size is reduced to 256 due to memory limitations. Note that these limitations could be remedied by an optimized implementation. Our results are reported in table 3. In accordance with previous results on the other datasets, an higher weight count results in higher accuracy. Again we find, that channel scaling is a powerful tool to improve accuracy by utilizing the capacity freed up by the MG hierarchy in the channel dimension. E.g. an MGiaD model with \( g_s = 64 \), combined with \( \lambda = 2 \) improves the accuracy by 0.23 pp while using 3 times less weights in comparison to ResNet18. Multiplying the number of channels by 3 with a group size of 8 in MGiaD, the weight count of MgNet is cut by one third, but achieves an improved performance by 0.54 pp. This demonstrates that our MGiaD architecture yields an improved accuracy-weight trade-off and reduces overparameterization on ImageNet.

### Table 3: Influence of the overall number of channels w.r.t. the resolution levels, scaled by \( \lambda \) on CIFAR-100 and (Tiny) ImageNet on accuracy and weight count. For MGiaD the number of fully coupled channels is set to \( c_K = 64 \) and we study group sizes 4 and 8. For each dataset the best model w.r.t. accuracy of each comparison is marked in boldface and the overall best is highlighted purple.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>CIFAR-100</th>
<th>Tiny ImageNet</th>
<th>ImageNet</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \lambda )</td>
<td>( g_s )</td>
<td>( # \text{weights} )</td>
</tr>
<tr>
<td></td>
<td>( \text{test} )</td>
<td>( \text{train} )</td>
<td>( \text{test} )</td>
</tr>
<tr>
<td>ResNet18</td>
<td>-</td>
<td>-</td>
<td>11.220</td>
</tr>
<tr>
<td>MgNet-A,B</td>
<td>-</td>
<td>-</td>
<td>2.774</td>
</tr>
<tr>
<td>MGiaD</td>
<td>1</td>
<td>8</td>
<td>481</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>64</td>
<td>1.384</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>8</td>
<td>743</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>64</td>
<td>3.067</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8</td>
<td>1.338</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>64</td>
<td>4.822</td>
</tr>
</tbody>
</table>

5. Conclusion

In this work we introduced a NN architecture that utilizes the concept of MG in spatial and channel dimensions. Our experiments suggest that, although the reduction in weight count introduces an additional architectural bias, this bias does not seem to affect the overall performance of the network in most cases, in particular if the network is overparameterized. In problems requiring only limited capacity, e.g. CIFAR-10, the proposed architecture substantially reduces the weight count while almost maintain performance in terms of accuracy. These observations generalize to bigger problems such as Tiny ImageNet and ImageNet. For ImageNet we even find architectures with an accuracy superior to ResNet18 and MgNet while requiring less weights. Our approach offers another way to account for overparameterization of NNs and achieves an improved scaling behavior w.r.t. the depth and width hyperparameters. In future work, it will be of interest to study how the smoother \( B \) can be replaced by a polynomial in \( A \) to additionally reduce the weight count.
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