Traffic Mirror Detection and Annotation Methods from Street Images of Open Data for Preventing Accidents at Intersections by Alert
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Abstract

In recent years, research on autonomous driving has been actively pursued in the automotive industry. In Japan, a bill to revise the Road Traffic Act law regarding level 4 autonomous driving is passed in 2022, indicating a proactive approach toward autonomous driving. In light of these trends, improving safety during car travel has become an even more important challenge than before. Especially, intersections with poor visibility have been one of the major causes of traffic accidents, and improving safety at such intersections is an essential element in enhancing safety during car/bicycle travel. In this study, we aim to develop a system capable of identifying blind spots reflected in traffic mirrors by analyzing worldwide open data such as road images (e.g., Google Street View) and road information (e.g., OpenStreetMap). By Annotating the critical points from open data, the application could provide alerts to pedestrians and vehicles, enhancing safety in the vicinity of these blind spots. Specifically, we initially investigate the most effective deep learning model for detecting traffic mirrors. Additionally, we analyze the location information of traffic mirrors from geospatial data and road image data to construct a traffic mirror distribution map. Furthermore, we intend to equip bicycles with smartphones to track and detect the trajectories of pedestrians and vehicles reflected in these traffic mirrors.

1. Introduction

Improving vehicle driving safety is becoming an increasingly important challenge [7]. In particular, intersections and curves with poor visibility are major causes of traffic accidents due to the increased risk of collisions, making it an essential element for improving safety while driving cars and riding bicycles [10]. Various technologies and initiatives are being implemented by automobile manufacturers, local governments, and research institutions to address this issue [2] [15] [4].

In Japan, approximately 25% of all accidents occur at intersections, with many of these accidents attributed to driver negligence and the road environment [12]. The narrow roads and numerous obstructions, such as buildings, walls, and plants, create blind spots at branch roads. To address this issue, road safety mirrors (traffic mirrors) have been installed at intersections, T-junctions, and sharp curves in Japan to enhance safety during driving [13] [16]. Such locations can have poor visibility, requiring extra caution for oncoming vehicles and pedestrians from both sides. In contrast, these traffic mirrors allow drivers to see the situation on the side road by reflecting vehicles and pedestrians in the mirror, thereby reducing the incidence of blind spots (as shown in Figure 1).

The main objective of this study is to develop a sys-
tem that utilizes smartphones equipped with built-in cameras and mounted on bicycles to analyze road images and road information. The goal is to identify intersections with traffic mirrors and detect pedestrians and vehicles present in blind spots on sidewalks, as reflected by these traffic mirrors. By mapping the locations of traffic mirrors, the system can emit an alert sound to warn pedestrians and vehicles, even in cases where the mobile camera fails to detect the objects in the mirrors. The ultimate aim is to enhance safety by providing timely alerts to pedestrians and vehicles regarding potential hazards.

To achieve this objective, we initially investigate the optimal deep learning model for detecting traffic mirrors. This step is crucial since there are currently no pre-trained models available for traffic mirror detection. We employ three types of object detection models and two optimization algorithms to train the models for detecting traffic mirrors on the road. The detection performance of each model is then compared to evaluate their effectiveness.

In addition, we analyze the location information of traffic mirrors from OpenStreetMap (OSM) geographic data as the “road information” and Google Street View (GSV) image data as the “road images” to generate a traffic mirror distribution map in this study. This traffic mirror distribution map will assist in identifying potential hazards at intersections and provide valuable information to drivers and pedestrians. An overview of our traffic mirror distribution map construction method is shown in Figure 2.

The rest of this paper is organized as follows. Section 2 discusses previous research conducted on traffic mirrors. Next, in Section 3, we describe our deep learning-based methods for detecting traffic mirrors. Section 4 explains our approach to constructing the traffic mirror distribution map. Finally, in Section 5, we conclude the paper and discuss future work.

2. Related Work

Traffic mirrors play an important role in enhancing vehicle driving safety, especially in Japan where many local roads are narrow and have blind spots. As a result, many researchers have focused on the development of methods for detecting and analyzing traffic mirrors, as well as utilizing them to improve driving safety. Hino et al. [6] conducted research on a system that recognizes dangerous situations using on-board cameras and traffic mirrors, while Sato et al. [16] conducted research on extracting features of moving objects to address the issue of low-resolution mirror surfaces in traffic mirror image recognition. In addition, they utilized Google Street View images for detecting the traffic mirror, and generated training data using CycleGAN [20] based on computer graphics (CG) images created in Unity. However, neither study considered the appropriate object detection model for detecting traffic mirrors, which serves as the starting point for their respective systems.

Moreover, Kojima et al. proposed a system that generates virtual mirror images from surveillance camera footage at intersections and projects them onto a head-up display, providing drivers with a visual warning of approaching vehicles [9]. However, the cost of surveillance cameras is higher compared to existing traffic mirrors. As a study to prevent accidents at intersections without using traffic mirrors, Yoshida et al. [19] developed a system using smartphones carried by bicycles and pedestrians. In this system, smartphones with a dedicated application installed communicate with each other through GPS information exchange to understand each other’s position, and notify the user when they approach each other to raise awareness. However, since this system developed relies on GPS information exchanged between smartphones, there is a possibility that other users will not be able to determine their position if they are unable to transmit their own coordinates. In this
### 2. Stargazer Detection Method

#### 2.1. Data Set

We utilized images captured on roads including traffic mirrors, initially intended for detecting traffic mirrors from car-mounted camera images. As a preliminary stage, a total of 770 images were used for the dataset, including road images from Google Street View and images captured on roads located in Fukuoka, Osaka, and Kyoto, Japan. These data were preprocessed by resizing to a resolution of 500 × 500 and were used for training and validation of each model.

#### 2.2. Deep Learning Models

In this paper, we compare three object detection models: Faster R-CNN [14], Single Shot MultiBox Detector (SSD) [11], and YOLOv4 [1] with two optimization algorithms: Adam [8] and SGDM [17]. The Faster R-CNN model uses ResNet-50 [5] as its backbone and is trained using online learning (batch size = 1) due to limitations in the execution environment. Similarly, the SSD model also uses ResNet-50 as its backbone and is trained using mini-batch learning with a batch size of 32. The YOLOv4 model uses CSP-DarkNet53 [18] as its backbone and is trained using online learning.

### 2.3. Evaluation

In deep learning, even with the same model, there may be a significant difference in performance depending on the initial values of the neural network and the input data during the learning process. Therefore, in this paper, we conduct a three-fold cross-validation by dividing the dataset into three parts, using two for training and the remaining one for validation. The detection results are evaluated by a value called Intersection over Union (IoU), which represents the proportion of overlap between the ground truth and the detected regions, and is considered True Positive when it is above a certain threshold. Model evaluation is performed by calculating the Average Precision (AP) at each stage of IoU from 0.5 to 0.9 AP is an evaluation metric that approaches 1 as detection and classification become more accurate.

### 3. Discussion

Table 1 shows the performance evaluation of each object detection model. When comparing the AP for each IoU, Faster R-CNN with SGDM shows the highest performance with an AP of 0.9454 when the IoU threshold is set to 0.5 or higher. However, at a threshold of 0.6 or higher, YOLOv4 with SGDM surpasses the aforementioned Faster R-CNN by about 0.028. Similarly, when the threshold is set to 0.8 or higher, SSD with Adam shows better performance than other models.

Considering the analysis of the traffic mirror area, Faster R-CNN with SGDM is the most suitable model in terms of detection only, but it is preferable to have an IoU of 0.7 or higher. Additionally, as the AP drops sharply when the threshold is set to 0.8 or higher, currently, YOLOv4 with SGDM is considered the best model for detecting traffic mirrors. Figure 3 shows examples of the detection results for YOLOv4. The yellow rectangle represents the detected area, while the red rectangle and numerical value represent the IoU between the ground truth and the two rectangles.

When comparing the optimization algorithms used by each model, it was found that Faster R-CNN and YOLOv4, which performed online learning, showed better performance with SGDM, while SSD, which performed mini-batch learning, showed better performance with Adam. Previous research [3] suggested that Adam outperforms SGDM, but in cases where the batch size is very small, SGDM is considered superior.

After comparing and considering the combination of the three object detection models, Faster R-CNN, SSD, and YOLOv4, with the two optimization algorithms, SGDM and Adam, this study has arrived at the conclusion that YOLOv4 and SGDM are the most suitable combination for
achieving the objectives of this study at the current stage.

4. Traffic Mirror Distribution Map Construction Method

Figure 2 presents an overview of the process for creating a traffic mirror distribution map using the coordinates of intersections where traffic mirrors are installed. The steps involved in creating the map are as follows:

1. Extract roads from OpenStreetMap (OSM).
2. Extract coordinates of intersections using QGIS and obtain their latitude and longitude.
3. Acquire Google Street View (GSV) images of the intersections.
4. Use the trained object detection model to detect the presence of traffic mirrors in the images.
5. Display the identified mirrors on the map.

Firstly, we extract the road data from OSM. The extracted road data is then input into QGIS\(^1\), a Geographic Information System software, to obtain the coordinates of intersections with crossroads or T-junctions. Subsequently, these intersection coordinates are used to retrieve corresponding road images from GSV in four directions: north, south, east, and west. Finally, the pre-trained traffic mirror detection model (as mentioned in Section 3) is applied to detect the presence of traffic mirrors, annotate their position coordinates, and generate the map. Further details will be discussed in the following subsections.

4.1. Obtaining Geographic Data from OSM and Extracting Intersections

Overpass Turbo\(^2\) is used to obtain geographic data, which is then exported as a “gpX” file. By setting the search keyword to “highway”, information on roads that are passable by cars can be obtained. The geographic data is then loaded into QGIS and assigned geometric attributes. The intersection points of lines are obtained through the intersection, and a list of position coordinates of crossroads and T-junctions is created.

4.2. Acquiring GSV Images and Generating the Traffic Mirror Distribution Map Based on Traffic Mirror Detection

GSV images are obtained from the position coordinates obtained in the previous step. The images are taken in all four directions, with a resolution of 1000 * 1000 pixels, and are used to detect traffic mirrors using the pre-trained model. According to the evaluation results of Section 3, the YOLOv4 model with the optimization algorithms SGDM is used for the training, and 770 training data images resized to 500 * 500 pixels are used. Finally, the position coordinates where the model detects the presence of traffic mirrors are obtained, and pins are plotted on the map at these locations using the Google Maps API.

\(^{1}\)https://qgis.org/ja/site

\(^{2}\)https://overpass-turbo.eu
4.3. Implementation and Evaluation

This subsection explains the implementation of the traffic mirror distribution map. We generated a traffic mirror map for an area of 2.7 square kilometers in the northern part of Amagasaki city, Japan. The map was implemented using Google Maps API, and pins were plotted at locations identified as having traffic mirrors. We analyzed 1,132 intersections where Google Street View images were available within the analysis area. We constructed a traffic mirror detection model using a training dataset of 770 images with a resolution of $500 \times 500$ pixels. Furthermore, in this verification, we visualized the coordinates of intersections where traffic mirrors were correctly detected, as well as those where there were false detections or no detections, to confirm the detection performance.

The method for calculating the accuracy of traffic mirror detection is as follows: True Positive (TP) refers to the intersection where one or more mirrors were detected in one or more of the four cardinal directions (north, south, east, west). False Negative (FN) refers to the intersection where no mirrors were detected in one or more of the four cardinal directions. False Positive (FP) refers to the intersection where a mirror was detected in one or more of the four cardinal directions, but there was actually no mirror present in the image. Finally, True Negative (TN) refers to the result where no detection was performed in the image where no mirror was present. Based on these criteria, we classified the intersections and calculated the recall and precision.

In the results of the evaluation, firstly, out of the 123 intersections where traffic mirrors were present and were the subject of this verification, the recall rate, which indicates the percentage of intersections where the machine learning model (YOLOv4) was able to detect the traffic mirror, was 63.4%. Furthermore, the precision rate, which indicates the percentage of intersections where the traffic mirror was actually present out of those detected by the machine learning model, was 90.0% (the specific results are shown in Table 2). Figure 4 shows the distribution of traffic mirrors in this verification, implemented using the Google Maps API. Orange pins indicate the intersections classified as TP, brown pins indicate the intersections classified as FN, and yellow pins indicate the intersections classified as FP. Additionally, three intersection images show the images where the mirrors were detected through image analysis.

<table>
<thead>
<tr>
<th>Intersection</th>
<th>TP</th>
<th>FN</th>
<th>FP</th>
<th>TN</th>
</tr>
</thead>
<tbody>
<tr>
<td>1132</td>
<td>78</td>
<td>45</td>
<td>9</td>
<td>1000</td>
</tr>
</tbody>
</table>

4.4. Consideration

Firstly, we explain the challenges and considerations regarding image collection through Google Street View. Although we obtained GSV images by specifying coordinates and directions, there were some locations where the same image was captured from different directions, making it difficult to determine the direction of the traffic mirror in certain intersections. Additionally, we acquired incomplete GSV images, including indoor images (examples are shown in (B) of Figure 5) that were not necessary for our study. Furthermore, there were images where the traffic mirror existed in reality but was not captured, as well as locations where no corresponding image was available. To address these issues, we will improve the image acquisition process by obtaining images from multiple adjacent coordinates, rather than just one coordinate per intersection.

Furthermore, our system was able to detect about 60% of intersections where a traffic mirror exists, however, it was unable to detect the remaining 40%. We believe that the reason for this is due to the insufficient generalization performance of the learning model (as depicted in (A) of Figure 5, certain non-circular traffic mirrors cannot be detected), and we plan to improve this by increasing the amount of training data.

Finally, we implemented the generated traffic mirror distribution to be accessible on smartphones. For application development, we utilized Flutter, a framework for building cross-platform applications. Currently, the application is available on the Android platform. The screen is rendered using the WebView component provided by the Android developer toolkit, which accesses a web page hosted.

3https://flutter.dev
on the internet (refer to Figure 6). When the screen is displayed, the application retrieves saved coordinates from the database. An ongoing experiment involves triggering an alarm from the smartphone when approaching an intersection with a traffic mirror. There may be instances where the camera cannot fully capture the presence of a traffic mirror. However, on the contrary, if the presence of a traffic mirror is known, it is possible to emit an alert sound even when the camera fails to capture it.

4.5. Future Work

At present, we have been able to implement a system that notifies users with a warning sound when approaching an intersection with a mirror. However, there are issues with the accuracy of GPS itself, which can be affected by the location. Therefore, to accurately provide warning notifications, it is necessary to consider the GPS error. Our future plans include solving the above issues, aiming to implement a practical navigation application, and determining the optimal distance for warning notifications by investigating the accuracy of GPS.

In the future, our primary focus will revolve around addressing the challenges related to GPS accuracy and machine learning precision in order to create a functional navigation application. Additionally, in this study, GSV data is utilized as the road image data, and OSM data is used as the source of road information. This choice is primarily due to the availability and free accessibility of these datasets. However, in the future, we have plans to acquire and incorporate high-resolution street view data to enhance the accuracy of traffic mirror detection. Furthermore, we plan to conduct user evaluations to assess the usability of the finalized application.

5. Conclusion

In this paper, through the comparison and examination of the combination of three object detection models, Faster R-CNN, SSD, and YOLOv4, with two optimization algorithms, SGDM and Adam, we have derived the combination of YOLOv4 and SGDM that is suitable for the purpose of our current study. However, it should be noted that there were some parameters, such as the mini-batch size, which were not thoroughly adjusted due to constraints in the experimental environment. Moving forward, we plan to try other object detection models that have not been considered and aim to improve the accuracy through increasing the dataset size and using other deep learning methods.

We also analyzed the location information of traffic mirrors using geographic data from OpenStreetMap (OSM) and image data from Google Street View (GSV) to generate a traffic mirror distribution map. We were able to detect and visualize approximately 60% of traffic mirrors from intersection images obtained from GSV. However, we identified
the need to improve the traffic mirror detection model performance by increasing the amount of training data, and to acquire missing GSV images through other methods. For instance, we plan to improve the incomplete GSV image acquisition by obtaining images from multiple neighboring coordinates.

Our ultimate objective is to develop an advanced system that can effectively detect blind spots reflected in traffic mirrors by analyzing high-resolution street view data and geographical information, and provide timely alerts to pedestrians and vehicles, thereby improving safety in the vicinity of these blind spots.
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