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Abstract

Researchers have extensively studied the field of vision
and language, discovering that both visual and textual con-
tent is crucial for understanding scenes effectively. Particu-
larly, comprehending text in videos holds great significance,
requiring both scene text understanding and temporal rea-
soning. This paper focuses on exploring two recently in-
troduced datasets, NewsVideoQA and M4-ViteVQA, which
aim to address video question answering based on tex-
tual content. The NewsVideoQA dataset contains question-
answer pairs related to the text in news videos, while M4-
ViteVQA comprises question-answer pairs from diverse cat-
egories like vlogging, traveling, and shopping. We pro-
vide an analysis of the formulation of these datasets on
various levels, exploring the degree of visual understand-
ing and multi-frame comprehension required for answering
the questions. Additionally, the study includes experimenta-
tion with BERT-QA, a text-only model, which demonstrates
comparable performance to the original methods on both
datasets, indicating the shortcomings in the formulation of
these datasets. Furthermore, we also look into the domain
adaptation aspect by examining the effectiveness of training
on M4-ViteVQA and evaluating on NewsVideoQA and vice-
versa, thereby shedding light on the challenges and poten-
tial benefits of out-of-domain training.

1. Introduction

Multimodal understanding, specifically, VideoQA is a

challenging yet crucial problem that involves multimodal

and temporal reasoning. Researchers have developed vari-

ous datasets and methods to facilitate research in this field

[8, 10, 13, 17, 19–21]. Xu et al. [20] and Yu et al. [21] pro-

pose datasets that contain questions about the events hap-

pening in the video but disregard the text. However, works

such as Lei et al. [10] and Tapaswi et al. [17] have intro-

duced datasets that use both visual and subtitle information

to understand the story. However, these existing datasets

Figure 1. Example illustrating two major concerns of existing

text-based VideoQA datasets [7,22]. Both examples showcase that

only textual information from a single frame is sufficient to ob-

tain answers to the questions.

lacked the ability to handle questions that require reading

text in videos. As textual content in man-made environ-

ments carries significant semantic information, the need for

visual question-answering datasets that involve reading text

became evident. These text-based systems have great poten-

tial for real-life scenarios, particularly for visually-impaired

users and the development of assistive devices. While previ-

ous works have explored single-image scene-text and doc-

ument images [1, 3, 6, 11, 12, 14, 16] there has been lim-

ited exploration of works that require extracting information

from text present in videos. Recently, Hegde et al. [4] shed

light on the bias aspects of TextVQA datasets. Recently,

there have been multiple datasets [7, 18, 22] that deal with

a new line of research wherein the datasets require models

to read and understand the text present in the videos to an-

swer the questions. Jahagirdar et al. [7] proposed a dataset:

NewsVideoQA that contains question-answer pairs framed

on news videos from multiple news channels, and these

questions are formulated such that answering the questions

requires an understanding of the embedded text i.e. text

occurring in the news videos. Similarly, Zhao et al. [22]

introduced a dataset that contains videos from multiple cat-
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egories such as shopping, traveling, etc, and requires both

temporal reasoning and textual reasoning to answer ques-

tions. Tom et al. [18], proposed a dataset for the task of

video question answering in the context of driver assistance

on road videos. Additionally, a competition 1 centered on

the task of answering questions based on video content us-

ing text was introduced.

Table 1. Analysis of 100 random QA pairs from M4-ViteVQA and

NewsVideoQA datasets.

Category M4-ViteVQA (%) NewsVideoQA (%)

Single Frame 92.0 95.0

Multi Frame 8.0 5.0

Visual Info 33.0 6.0

Textual Info 95.0 100.0

Frame crowded with text 18.0 64.0

Extractive-based 81.0 98.0

Reasoning-based 5.0 2.0

Knowledge-based 1.0 0.0

In this work, we explore the task of text-based video

question answering. Firstly, we study and analyze two re-

cently introduced datasets, namely NewsVideoQA [7] and

M4-ViteVQA [22], which includes various types of videos,

such as news videos, vlogging, traveling and shopping. We

conduct an exploratory analysis to examine the level of

visual understanding and multi-frame comprehension re-

quired for answering the questions in both datasets. Ad-

ditionally, we conduct experiments using BERT-QA [2],

a text-only model, and demonstrate its effectiveness by

achieving comparable results to the original methods that

consider both visual and textual information. We also an-

alyze domain adaptation by training on M4-ViteVQA and

testing on NewsVideoQA, and vice-versa, revealing in-

sights into cross-domain understanding challenges.

2. Benchmarking and Experiments
In this section, we present details of the exploratory

analysis and the experiments we conduct. BERT-QA is

a transformer-based encoder-only model pre-trained on a

large corpus and further finetuned on SQuAD dataset [15]

for question answering (Extractive QA). Extractive QA is

the task of extracting a short snippet from the document/-

context on which the question is asked. The answer ‘span’

is determined by its start and end tokens. It is selected for its

effective extractive QA performance, implementation ease,

and finetuning, despite limitations like no answer genera-

tion or handling yes/no questions. Its ability in extracting

answers from textual content makes it a suitable choice for

tasks where answers are primarily found in the text of the

video. To convert both M4-ViteVQA and NewsVideoQA

1https://tianchi.aliyun.com/competition/
entrance/532050/information

dataset in SQuAD format, we find the first substring of the

answer in the context, which is an approximation of the an-

swer span as followed in [12].

2.1. Exploratory Analysis

For exploratory analysis, we randomly sample 100 QA

pairs from both M4-ViteVQA and NewsVideoQA. For each

QA pair, we check the following aspects: i) if the ques-

tion can be answered by a single frame or need multi-frame

information, ii) if the question needs visual information

and/or textual information to obtain the answer, iii) if the

frame which is essential to obtain the answer, is crowded

with text (approximately more than 15 OCR tokens). From

Table. 1, it can be seen that for both datasets, informa-

tion from a single frame is sufficient to obtain answers,

which is counter-intuitive to the video question-answering

task. From Table. 1, it can also be seen that most of

the questions in both datasets need textual information to

obtain answers. As M4-ViteVQA contains videos from

multiple categories, it contains more questions of visual

type compared to NewsVideoQA that contains only news

videos. Since both datasets are designed for questions that

require reading text to answer questions, this has resulted

in minimal questions that require multimodal information.

We also check for the answer type: i) extractive, ii) rea-

soning based, and iii) knowledge-based, and combinations

of each type. From Table. 1, it can be seen that most

of the questions are extractive in nature and have fewer

reasoning-based and knowledge-based questions. However,

having more reasoning/knowledge-based questions is cru-

cial, thereby creating the need for better methods beyond

the scope of text-only models.

2.2. BERT-QA experiments

M4-ViteVQA [22]: The M4-ViteVQA dataset consists

of two tasks. The first task is divided into two splits and

both splits contain evenly distributed question-answer pairs

from all video categories in train-val-test sets. In the sec-

ond task, the training set comprises videos from seven cate-

gories, while the question-answers and videos in validation

in test splits are exclusively sourced from the remaining two

categories. Zhao et el. [22] also propose a multimodal video

question-answering method: T5-ViteVQA, that combines

information from multiple modalities including OCR fea-

tures, question features, and video features.

In our experiments on the BERT-QA model, we first

sample frames at 1fps and order the OCR tokens of the

frames to the default reading order based on the position of

the top-left corner of the OCR token. We further concate-

nate the ordered OCR tokens which becomes the context

of the BERT-QA model. After the training phase, we con-

duct two types of testing to evaluate the performance of the

BERT-QA model. For the first type, we evaluate the model

4647



Table 2. Performance comparison of different methods on the validation set of M4-ViteVQA dataset. It can be seen that a simple text-only

model achieves comparable results and beats the scores of the original multimodal method.

Experiment Finetuning
Task1 Split1 Task1 Split2 Task2

ACC. ANLS ACC. ANLS ACC. ANLS

T5-ViteVQA � 23.17 30.10 17.59 23.10 12.30 16.10

BERT-QA × 9.03 17.05 8.17 15.81 10.89 18.41

BERT-QA � 21.96 32.18 17.10 26.05 16.01 24.08

Table 3. Performance comparison of BERT-QA model on M4-

ViteVQA dataset when the answer to questions is present in the

concatenated list of OCR tokens from evenly sampled frames.

Split Acc. ANLS No. of QA pairs

Task 1 Split 1 47.42 55.14 911

Task 1 Split 2 42.29 48.90 532

Task 2 38.05 43.82 318

on the entire validation set without checking if the answer is

present in the context. This experiment allows us to assess

the model’s overall ability to obtain answers. In the second

type of testing, we specifically focus on questions that have

answers in the context.

NewsVideoQA [7]: This dataset proposes questions on

news videos. The dataset has timestamps for each ques-

tion indicating the frame at which the question was defined.

This work also proposes a repurposed baseline: OCR-aware

SINGULARITY, which was originally inspired by SIN-

GULARITY [9]. OCR-aware SINGULARITY is a multi-

modal transformer-based video question-answering model

that combines information from OCR tokens, questions,

and visual information from a randomly sampled frame.

In this work, we conduct two types of training on this

dataset. In the first approach, we train the BERT-QA

model using the OCR tokens of the single frame on which

the question was defined (BERT-QA-SF: BERT-QA Single

Frame). In the second approach, we concatenate the OCR

tokens from frames sampled at 1fps which forms the context

of the BERT-QA model. (BERT-QA-MF: Multi-frame). By

conducting training in both single-frame (BERT-QA-SF)

and multi-frame (BERT-QA-MF) setups, we aim to explore

the impact of variations in the length of context on the per-

formance of the BERT-QA model. These two training ap-

proaches provide insights into the model’s ability to obtain

answers based on either a specific frame or a broader con-

textual understanding derived from multiple frames.

2.3. Domain Adaptation Experiments

We conduct experiments to determine if the BERT-QA

model can perform or generalize well with the out-of-

domain context. This evaluation aims to determine if the

model can provide accurate answers even in unfamiliar or

Table 4. Performance comparison (Acc.) of M4C, T5-ViteVQA,

and BERT-QA on the validation set of Task 1 Split 1.

Set M4C [5] T5-ViteVQA [22] BERT-QA [2]

Easy 19.30 25.09 25.49
Hard 9.02 14.26 16.34
Text 17.26 23.08 31.01
Vision 18.36 24.21 18.82

out-of-domain contexts. To achieve this understanding, we

perform several experiments. We check for the performance

of BERT-QA trained on the Source dataset followed by

testing on the Target dataset. We do this in two settings: i)

without finetuning on the target dataset, and ii) with finetun-

ing on the target dataset (Example: Train on NewsVideoQA

and test on M4-ViteVQA in two settings i.e. with/without

finetuning). By doing these, we try to examine the impact

of domain shift and the importance of training the model on

videos from diverse categories, where scene text serves as

the textual content in one dataset that is M4-ViteVQA, as

opposed to embedded text in NewsVideoQA. These exper-

iments help us determine the model’s ability to generalize

and adapt to the specific categories of videos.

2.4. Evaluation Metrics and Experimental Setup

Frequently used in the majority of the works on scene-

text based visual and video question answering, we use

two evaluation metrics — Accuracy (Acc.) and Aver-

age Normalized Levenshtein Similarity (ANLS). Accuracy

is the percentage of questions for which correct answers

and predicted answers match exactly. Whereas ANLS is

a similarity-based metric that acts softly on minor answer

mismatches. More details can be found in [1]. For all ex-

periments, we train BERT-QA bert-large-uncased-
whole-word-masking-finetuned-squad for 15

epochs with a batch-size of 16 on 4 GPUs with a learning

rate of 2e-05.

2.5. Quantitative results

In this section, we present the results and analysis of

different experiments. In Table. 2, we show the results

of the performance of T5-ViteVQA and BERT-QA on dif-

ferent tasks and splits on the validation set of the M4-
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Table 5. We show the performance of OCR-aware SINGULAR-

ITY [7] and BERT-QA in different settings. BERT-QA-SF: single

frame setup, BERT-QA-MF: multi-frame setup on NewsVideoQA.

In the second column, we explain the type of testing. “12 random

frames”: considers visual and textual information from 12 random

frames, “single random frame”: OCR tokens of a random frame,

“single correct frame”: OCR tokens of the correct frame, “1 frame

per second”: OCR tokens of frames sampled at 1fps.

Baseline Type of testing Acc. ANLS

OCR-aware SINGULARITY 12 random frames 32.47 35.56

BERT-QA-SF single random frame 23.71 29.47

BERT-QA-SF single correct frame 46.55 56.81

BERT-QA-MF 1 frame per second 52.29 61.12

ViteVQA dataset. It can be seen that a simple text-only

model achieves comparable results and beats the scores of

T5-ViteVQA for certain splits. The results indicate that

datasets that require information from multiple modalities

and multiple frames are needed and are limited in the cur-

rent datasets. It can be seen that the BERT-QA relies purely

on the OCR output to infer and extract the answer. There-

fore, if the OCR output is noisy or if the tokens are incor-

rectly ordered (errors in default reading order) the model

might fail to find the right answer. However, since the

ANLS metric acts softly on OCR errors, on M4-ViteVQA,

BERT-QA outperforms T5-ViteVQA in terms of ANLS. In

Table. 3, we show the performance of BERT-QA for the

questions that contain answers in the context. We create

this test set by checking if the answer is a substring of con-

text. For each of the splits, nearly half of the original ques-

tions in the validation set have answers in the context. In

Table. 4, we show the performance comparison—in terms

of Accuracy—of two methods: i) M4C [5]: It uses a multi-

modal transformer and an iterative answer prediction mod-

ule. The model answers questions based on scene-text ques-

tions on a single image. ii) T5-ViteVQA: method proposed

as a baseline in [22], with BERT-QA on the validation set

of Task 1 Split 1. It can be seen that BERT-QA outperforms

M4C and T5-ViteVQA on different sets. Here, the “sets”

correspond to the type of questions which is provided with

the dataset. These sets are: i) easy - answering requires in-

formation from a single frame, ii) hard - answering requires

information from multiple frames, iii) text - answering re-

quires only reading text, and iv) vision - answering requires

both visual and textual information. Only for questions that

require visual information, BERT-QA underperforms, yet

still manages to obtain decent performance.

In Table. 5, we show results of the performance of

BERT-QA on the test set of NewsVideoQA [7] dataset.

OCR-aware SINGULARITY is a model trained in a single-

frame setup and is tested on a multi-frame setup (by com-

bining visual and textual information from 12 frames). This

is followed by results of BERT-QA-SF i.e. trained on OCR

Table 6. Out-of-domain training performance for NewsVideoQA

and M4-ViteVQA datasets. “Source dataset” corresponds to the

dataset on which we train the model, and “Target dataset” corre-

sponds to the dataset we test the model on.

Source dataset Target dataset Finetuning on target Acc. ANLS

NewsVideoQA NewsVideoQA � 52.29 61.12

M4-ViteVQA NewsVideoQA × 40.39 51.86

M4-ViteVQA NewsVideoQA � 50.41 61.04

M4-ViteVQA M4-ViteVQA � 21.96 32.18

NewsVideoQA M4-ViteVQA × 7.86 12.68

NewsVideoQA M4-ViteVQA � 22.17 31.95

context from a single frame and tested by picking a random

frame. This is followed by results when tested with OCR

tokens of the frame on which the question was defined (cor-

rect frame). In the fourth row, BERT-QA-MF: BERT-QA is

trained and tested on a multi-frame setup. In Table. 6, we

show the results of out-of-domain training performance on

both [7,22] datasets. It can be seen that testing a model ini-

tially trained on M4-ViteVQA (Source dataset) achieves de-

cent performance on an out-of-domain NewsVideoQA (tar-

get dataset) and vice-versa. By further finetuning on the

target dataset, the performance of the model increases. This

indicates that the BERT-QA model can effectively general-

ize across domains through out-of-domain training. More

details are present in the supplementary.

3. Conclusion

This paper focused on the important task of under-

standing textual information within videos for question-

answering. The study provides insights that current text-

based VideoQA datasets majorly focus on extractive an-

swers and provide insights that the degree of visual under-

standing and multi-frame comprehension in current datasets

is limited for better VideoQA using text in videos. Addi-

tionally, the paper demonstrates the effectiveness of BERT-

QA, a text-only model, in achieving comparable perfor-

mance to original methods on both datasets and also looks

into the domain transfer aspect, by comparing the perfor-

mances by training on one type of dataset and testing on

the other. In future developments, we hope to see datasets

that prioritize non-extractive answers and incorporate mul-

timodal questions based on multiple frames to facilitate im-

proved multimodal learning.
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