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Abstract

Effective communication between humans and intelligent
agents has promising applications for solving complex prob-
lems. One such approach is visual dialogue, which leverages
multimodal context to assist humans. However, real-world
scenarios occasionally involve human mistakes, which can
cause intelligent agents to fail. While most prior research
assumes perfect answers from human interlocutors, we fo-
cus on a setting where the agent points out unintentional
mistakes for the interlocutor to review, better reflecting real-
world situations. In this paper, we show that human answer
mistakes depend on question type and QA turn in the visual
dialogue by analyzing a previously unused data collection
of human mistakes. We demonstrate the effectiveness of
those factors for the model’s accuracy in a pointing-human-
mistake task through experiments using a simple MLP model
and a Visual Language Model.

1. Introduction
The communication between humans and intelligent

agents has gained increasing attention due to its potential

to solve various problems, such as making reservations and

navigation. To further enhance this capability, visual dia-

logue, which utilizes multimodal context, has emerged as a

promising approach to assist humans [18].

In real-world scenarios, human interlocutors may not al-

ways respond accurately to agents due to misinterpretations

or unintentional mistakes. In fact, human-to-human visual

dialogue data collection includes failed tasks with incorrect

human answers. However, many current visual dialogue sys-

tems assume that the responses provided by the interlocutor

are always correct [12, 17].

To address the potential impact of human mistakes on

visual dialogue accuracy, we introduce a task where an agent

identifies and points out mistakes made by a human inter-

locutor in response to the agent’s questions. This task draws

inspiration from Guess What?! [4], a well-established bench-

mark for evaluating the performance of agents in visual
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Figure 1. Overview of the pointing-human-mistake task. When

the human interlocutor (Answerer) provides an incorrect answer

(red) about the target object (blue) in a given image, the agent

(Questioner) identifies and flags the mistake as a classification task.

This process is illustrated in the bottom image.

dialogue tasks. We extend the original task by adding steps

for the agent to point out mistakes to the human, who can

then acknowledge and review their errors.

Previous work [15] examines situations where the inter-

locutor intentionally provides incorrect answers, emphasiz-

ing uncooperative behavior. However, encountering uncoop-

erative dialogue partners is rare in typical problem-solving

scenarios. In our study, we initiate goal-oriented dialogues

with the assumption that the interlocutor is cooperative, pro-

viding an opportunity to resolve the task. Unlike [15], our

focus is on a scenario where the agent points out incorrect

answers unintentionally provided by the interlocutor, which

better reflects the real-world applications of visual dialogue.

The problem setting of pointing out mistakes shares simi-

larities with the problem setting of clarification requests for

uncertain answers during dialogue [2, 11]. This approach

proves valuable as it allows an agent to ask questions about

ambiguous human statements, thereby mitigating the risk

of failure. However, it is important to note that even with

this questioning strategy, complete mistake prevention is
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not guaranteed, as other factors may contribute to task fail-

ures. The problem setting of pointing out mistakes can be

positioned as a problem of how to recover after a mistake

has occurred and the task has failed, and this study aims

to analyze the problem setting for this purpose. In this pa-

per, we focus on a pointing-human-mistake task, distinct

from traditional clarification requests, which allows us to

explore the potential of agents in identifying and pointing

out human answer mistakes. Leveraging the widely used

Guess What?! Dataset [5], we construct Human Mistake

Dataset to facilitate our investigation. Through a two-fold

analysis, we establish clear correlations between the two key

features and the occurrence of human mistakes: QA turns

and Question types. Having identified the factors, we extend

our study and implement them in a simple MLP model and

a Visual Language Model (VLM). Through experiments,

we demonstrate that incorporating these features leads to

remarkable improvements in the agent’s prediction perfor-

mance, specifically in pointing out human mistakes during

visual dialogues.

By providing insights into the importance of identifying

human answer mistakes for enhancing multimodal commu-

nication in visual dialogue systems, our work offers valuable

information for more effective and accurate visual dialogues

in future applications.

2. Human Answer Mistake Analysis
2.1. The Pointing-human-mistakes Task

Guess What?! (Figure 1 top) is a two-player game in

which a Questioner asks yes/no questions to identify a target

object, and an Answerer1 provides answers to those ques-

tions. In the pointing out human mistake task, an agent takes

on the role of the Questioner, and a human interlocutor acts

as the Answerer. The agent’s goal is to point out mistakes

made by the human interlocutor during the dialogue. Figure 1

bottom provides an overview of the pointing-human-mistake

task. By using this task, we can investigate an agent’s ability

to recognize and address human mistakes in a multi-turn

conversational setting accurately.

2.2. Human Mistake Dataset Construction

To analyze the features of human answer mistakes and

facilitate learning-based methods, we constructed a dataset

based on Guess What?! [4], which consists of human-to-

human dialogues including three types of collections: Suc-
cess, Failure, and Incomplete. We bring attention to the

Failure collection that has never been used in ordinary visual

dialogue settings. We constructed Human Mistake Dataset

by randomly selecting 2,300 dialogues from the Failure col-

lection, filtering out noisy samples with small target object

sizes, following [5]. As a result, Human Mistake Dataset

1 [4] calls an interlocutor Oracle. Instead, we use Answerer in this paper

because an interlocutor can make mistakes and not give a perfect answer.
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Figure 2. Histogram of relationship with QA turn and answer mis-

takes. The horizontal axis is normalized.
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Figure 3. The mistake question rate. S-category means Super-

category type. It is essential to note that the rates represent the

mistake rates for each question type; therefore, the sum of all the

rates does not equal 100%.

contains 365 dialogues, enabling us to analyze human an-

swer mistakes in visual dialogue settings.

2.3. Analysis Methodology

Firstly, we examine the relationship between the QA turn

and the occurrence of answer mistakes. We hypothesize that

answer mistakes are more likely to occur as the dialogue pro-

gresses, since subsequent turns tend to involve more complex

objects or relations to determine the target object. Secondly,

we explore the relationship between the question type and the

occurrence of answer mistakes. This aspect is particularly

relevant given the findings of [16] and [14], who reported

that the correct answer rate of Answerer models varies de-

pending on the question type. By analyzing the relationship

between question type and answer mistakes, we aim to gain

insights into the nature of human answer mistakes in visual

dialogue settings.

2.4. Analysis Results
QA Turn Figure 2 illustrates the relationship between the

number of answer mistakes and the turn number in the di-

alogues. The QA turn (horizontal axis) is normalized as
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current turn
total turns

, which represents a relative turn in the dialogue be-

cause the number of turns varies in dialogues. As expected,

the frequency of answer mistakes increases as the dialogue

progresses, particularly in the latter half of the dialogue. No-

tably, 231 out of 431 samples of answer mistakes occurred

in the last turn. (See Appendix C for details)

Question Type We investigated the impact of question

types on human answer mistakes. We hypothesized that

answer mistakes vary by the question types and conducted

Fisher’s exact test (refer to Appendix A and B for question

types and details). Our findings showed that at least one

question type has a significantly higher mistake rate than

others, which supports our hypothesis.

Figure 3 illustrates the answer mistake rates for each

question type. We calculated the mistake rates by dividing

the number of incorrect answers by the total number of

answers for each question type. The results indicate that

humans are more likely to make mistakes when answering

Spatial, Color, Action, and Size questions (See Appendix B

for details.

3. Model
We employ two types of models and observe how effec-

tively our findings in Section 2.4 improve the accuracy of

the mistake-pointing out model.

3.1. MLP Model

Model Details We extend the Answerer model proposed

in [4] by adding a classification head for detecting mistakes

in human answers (Figure 4). We set a threshold of 0.5 for

the model’s output, allowing it to perform binary classifica-

tion on whether the answer is correct or incorrect. We call

this model the baseline model. While there are many possi-

ble methods to incorporate Question type and QA turn into

the baseline model, we opt for a straightforward approach

of introducing a new input to the baseline model (details

provided in Appendix G). We call these models the Question

type model and the QA turn model, respectively.

Pretraining Strategy Human mistakes in answers during

dialogue are rare, making it costly to collect many human

answer mistakes as it requires reviewing the entire dialogue

and finding mistakes afterward. To overcome this challenge,

we introduce pretraining with Synthetic Dataset using the

Success collection of Guess What?! [4]. Specifically, we ran-

domly flipped Yes/No in human answers and built a dataset

of approximately 131k dialogues. Preliminary experiments

showed that this pretraining strategy was effective (details

are shown in Appendix D). To prevent the model from learn-

ing an unnatural dialogue flow in Synthetic Dataset (details

are shown in Appendix E), we did not deliberately include

the dialogue history as an input to the model in this study.

Training Details For pre-training, we use 70% of the Syn-

thetic Dataset for training and 15% for validation, similar
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Figure 4. Baseline model overview diagram

to [4]. We omit the remaining 15% of the test dataset as

the models are not evaluated during pre-training. We per-

form k-fold cross-validation with k = 4 while fine-tuning

on Human Mistake Dataset. The results in Section 5.1 rep-

resent the average results for each experiment across the k

cross-validation iterations. We set the learning rate to 10−4

for pre-training and 10−5 for fine-tuning with the Adam [9]

optimizer.

3.2. Visual Language Model (VLM)

We further explore VLMs integrated with large language

models, which have recently achieved high performance

without task-specific fine-tuning [6]. We examine a repre-

sentative VLM, OpenFlamingo2 [1], in in-context learning

setting to investigate VLMs’ ability to point out human mis-

takes with prompts. Despite testing other VLM models

(InstructBLIP [3] and BLIP2 [10]), OpenFlamingo outper-

formed them in our experiment (see Appendix H for details).

4. Experiment

In this study, we conduct an experiment to explore how

incorporating the mistake tendency identified in Section 2.4

can improve the models’ accuracy.

Dataset Our study uses two datasets: Synthetic Dataset

for pre-training and Human Mistake Dataset for fine-tuning

and evaluation. Human Mistake Dataset is divided into two

parts: the same image dataset using the same images as the

training data and the different image dataset with different

images. It is noticed that both datasets are unknown to the

dialogue text. We use both the same and different image

datasets for evaluating MLP models and the different image

dataset for evaluating a VLM (see Appendix I in detail).
2https://github.com/mlfoundations/open flamingo
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Evaluation To evaluate the performance of the model in

pointing out answer mistakes, we use the F-score, Recall,

and Precision which can evaluate imbalanced data (see Ap-

pendix F). Human Mistake Dataset used for evaluation is

imbalanced; the number of positive cases (answer mistakes)

is smaller than that of negative cases (correct answers). This

is due to the rare occurrence of answer mistakes.

5. Results
5.1. MLP Models

We tested the baseline model, QA turn model, and Ques-

tion type model to see if these additional features could

improve the model’s ability to point out mistakes in human

answers based on the insights gained from our analysis in

Section 2.4. We oversampled3 samples in the fine-tuning

stage to ensure an equal number of samples for each question

type. Table 1 shows the results of MLP models’ experiments.

The baseline model performed best in the same image

dataset, whereas the QA turn model and Question type model

outperformed it in the different image dataset. However, we

were concerned that the accuracy of pointing out mistakes

might decrease for responses other than the last one. There-

fore, we evaluated the accuracy of the QA turn model both

at the last time and at all other times. Table 2 shows that the

QA turn model improved the F-score for the last response

in the different image dataset without a significant decrease

for other responses. The results indicate that in the same im-

age dataset, including the additional input from the QA turn

and Question type models led to unnecessary complexity,

resulting in a lower F-score than the baseline model, which

already captures visual information in known images. Con-

versely, in the different image dataset, the baseline model

was less effective in capturing visual information, making the

input from the QA turn and Question type models valuable.

Furthermore, Table 2 demonstrates that the QA turn model

may serve as a useful predictor instead of solely relying on

learning the data distribution.

5.2. Visual Language Model

To assess the effectiveness of the human mistake features

identified in Section 2.4, we also conducted tests using a

VLM, which has recently been actively studied for its high

accuracy. In particular, we used OpenFlamingo [1] and pro-

vided three types of prompts as input: (1) a normal prompt

to point out human answer mistakes; (2) a question type hint

prompt that gives information that humans are more likely to

make mistakes in their responses to some question types; (3)

a QA turn hint prompt to provide information that humans

tend to make more mistakes as the dialogue progresses. We

only conducted experiments with the different image dataset

for OpenFlamingo. We also experimented with the case in

3A term used in the field of imbalanced data, and refers to the process

of increasing the number of samples in categories with fewer instances.

Model Same image Different image

Baseline 0.811 0.482

QA turn 0.718 0.514
Question type 0.743 0.527

Table 1. The results of MLP models. From the top, the results are

for the baseline, the QA turn model, and the Question type model.

The score is F-score. The best score is in black bold, and the

second-best score is in blue.

Model
Last time Other than last time

Same Different Same Different

Baseline 0.875 0.548 0.714 0.406

QA turn 0.789 0.608 0.609 0.406

Table 2. F-scores at the last time and at other times for the baseline

model and QA turn model. Same and Different means the same

image dataset and the different image dataset, respectively.

Prompt type Without History With history

Normal 0.313 0.325

QA turn hint 0.374 0.377
Question type hint 0.366 0.372

Table 3. The results of OpenFlamingo. The top three lines are the

result of not including the dialogue history in the prompt, and the

bottom three lines are the result of including the dialogue history

in the prompt.

which OpenFlamingo got a dialogue history. The reasons for

these choices are provided in Appendix H. It is worth noting

that in-context learning is known to be highly sensitive to

few-shot prompting [13, 19], and we have not been able to

exhaustively examine all possible prompts.

Table 3 shows the results with OpenFlamingo [1]. Open-

Flamingo’s F-score is lower than 38%, worse than the MLP

models. It indicates that pointing out human answer mis-

takes seems difficult for OpenFlamingo without task-specific

fine-tuning, unlike other typical V&L tasks such as VQA.

We found that OpenFlamingo with Question type and QA

Turn improved prediction accuracy. Human features are also

effective for OpenFlamingo, whether or not dialogue history

is considered.

6. Conclusion
In this paper, We considered a task in which agents point

out human answer mistakes and analyzed what would be the

key factors of human answer mistakes. We observed that

mistakes were more common towards the end of the dialogue

and varied based on question types. By incorporating these

human mistake features, we enhanced the performance of

both the MLP model and the VLM in our experiments on

the actual pointing-human-mistake task. In future work, we

aim to explore the generalizability of our findings to other

goal-oriented visual dialogues.
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