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1. Prompts
In this section, we provide the prompts we use to for-

mulate the VQA-ParaX and ImageNetX Natural Language
Explanation (NLE) datasets.

VQA-ParaX : We prompt the Large Language Model
(LLM) with <I, Si>. This consists of the paragraph sam-
ple Si and the instruction I. The instruction I is constructed
with the following considerations:

• An overview of the task that the LLM has to perform

• A guideline to generate a short answer, typical of the
standard Visual Question Answering (VQA) scenario

• A guideline to avoid trivial cases

• An example of the task and of the trivial case, follow-
ing the few-shot learning paradigm.

• An output format to facilitate the post-processing
stage.

I is formulated as follows: You are an
assistant which helps formulate a VQA
dataset with Textual Explanations to
train deep learning models. Read the
following text and formulate 3 samples,
as unique as possible, each consisting
of a question (Q), answer (A) and more
information about the answer to help
in better understanding it (E). The
answers should be short, maximum of 3
words. Here is an example for Q, A
and E, respectively: Q: What sport
is being played?, A: baseball, E: they
are playing on a baseball diamond with
a ball and a bat. Also, E should be
non-trivial. For example, if Q is:
Where is the green tennis ball? and A

is: above her head, then E should NOT
BE: there is a green tennis ball above
the woman’s head. This is considered
as trivial. Please generate the output
in a single line strictly following
this format for the 3 samples, where
<r> indicates your response: [Q:<r>,
A:<r>, E:<r>, Q:<r>, A:<r>, E:<r>,
Q:<r>, A:<r>, E:<r>]. Here is the
text:

It is worth noting that in preliminary stages of this
work, the sub-instruction: and more information
about the answer to help in better
understanding it (E) was formulated as and an
explanation (E) to explain the answer
(A). However, we observed that in the majority of cases,
the outputs from the LLM were primarily focused on
its own reasoning process, consistently generating trivial
statements: ”the text describes that...” or ”it is mentioned
in the text that...”. Consequently, we decided to avoid this
particular sub-instruction from further consideration.

ImageNetX : We prompt the LLM with <I,c>, where
I represents the instruction and c represents the class cate-
gory. The instruction I consists of the following:

• An overview of the task that the LLM has to perform

• An additional guideline to tune the generated output to
be general and short, avoiding an extensive enumera-
tion of individual elements pertaining to class c

The instruction I is formulated as: You are an
assistant which helps humans describe
objects. what are physical features
and characteristics describing a c?
Please answer in a short, brief and
concise way, with a maximum of 50
words.



LLM

A white, orange, and blue municipal bus is traveling
down a multi-lane city street. The black and orange
LED sign above the large front window indicates the
route is "43 Fullerton". There is a much smaller, yet
similar, sign next to the passenger door that says
"4311". On the front of the bus, a silver ten speed
bicycle is hanging on the mount. Two cars are visible
on the left side of the bus. One is traveling in the
same direction and the other in the opposite
direction. To the left of the bus there is a large multi-
story building surrounded by palm trees. To the right
of the bus is a concrete sidewalk with a yellow fire
hydrant.

<I,

>

• <q> What is the bus route? <a> 43 Fullerton <e> the led sign above the
large front window indicates the route as 43 fullerton.

• <q> What color is the bicycle? <a> silver <e> a silver ten speed bicycle is
hanging on the mount in front of the bus.

• <q> What is beside the passenger door? <a> 4311 <e> there is a smaller
sign next to the passenger door that says 4311.

• <q> What is the bus route? <a> 43 Fullerton <e> the black and orange led
sign above the front window indicates the bus is traveling on '43 fullerton'
route.

• <q> What is on the front of the bus? <a> silver bicycle <e> there is a silver
ten speed bicycle hanging on the mount.

• <q> What is to the left of the bus? <a> multi-story building <e> to the left
of the bus there is a large multi-story building surrounded by palm trees.

LLM
This is a busy city scene. The scene contains many tall 
buildings. Most of the buildings have many windows 
and they are decorated with signs. Different kinds of 
street poles are erected on the sidewalks of this busy 
city. Vehicles are traveling on the road. The sky is 
light blue and it contains no clouds.

<I,

>

• <q> What is the color of the sky? <a> light blue <e> the sky in the scene is 
light blue with no clouds.

• <q> What kind of scene is it? <a> city scene <e> the scene is a busy city 
scene with many tall buildings, street poles, and vehicles.

• <q> What are the buildings decorated with? <a> signs <e> most of the 
buildings in the scene are decorated with signs.

• <q> What kind of scene is this? <a> city <e> this is a city scene with tall 
buildings, many windows, and various street poles.

• <q> What is the color of the sky? <a> blue <e> the sky is light blue with no 
clouds.

• <q> What is on the sidewalk? <a> poles <e> different kinds of street poles 
are erected on the sidewalks of this busy city.

Figure 1. The process of generating VQA-ParaX leveraging a Large Language Model (LLM). The instruction I and the text fragment
describing the image jointly serve as the input prompt (yellow box) for the LLM, which reformulates the text fragment into 6 samples, each
consisting of a question < q >, answer < a > and explanation < e >. It is important to note that the image is not provided to the LLM.

LLMYou are an assistant which helps humans describe 
objects. what are physical features and characteristics 
describing a tench, Tinca tinca? Please answer in a 
short, brief and concise way, with a maximum of 50 
words.

Tinca tinca, commonly known as tench, is a freshwater fish. It has a stout, 
cylindrical body covered in large, thick scales. The scales are usually olive-
green or dark brown in color. It has a distinct rounded dorsal fin, a pair of 
barbels near its mouth, and a slightly protruding bottom lip.

Tench (Tinca tinca) is a freshwater fish with a cylindrical body covered in 
greenish-brown scales. It has a broad, flat head with small eyes and a 
rounded snout. Tench also has two barbels on either side of its mouth. Its 
fins are rounded and its anal fin is long.

A tench (Tinca tinca) is a freshwater fish with a cylindrical body, covered in 
small scales that are brown, green or olive in colour. It has a large head 
with small eyes and a broad, fleshy mouth. The fins are rounded, with the 
dorsal fin and anal fin extending almost to the tail. It can grow up to 70cm 
in length and weigh up to 7kg.

Figure 2. The process of generating ImageNetX leveraging a LLM. The instruction containing the ImageNet category (tench in this exam-
ple) serves as the input prompt (yellow box) for the LLM, which outputs distinctive features describing that category. Although 3 generated
samples are shown, it is important to clarify that we generate a single sample for each run. It is important to also note that no image is
provided to the LLM.

2. Qualitative Data Samples

Figure 1 shows 2 examples depicting the process of gen-
erating VQA-ParaX. The instruction I and the text frag-
ment describing the image jointly serve as the input prompt
for the LLM. The output of the LLM is a re-formulation of
the text fragment into 6 samples, each consisting of a ques-
tion < q >, answer < a > and explanation < e >. Simi-
larly, Figure 2 shows an example illustrating the process of
generating ImageNetX. The instruction containing the Im-
ageNet category serves as the input prompt for the LLM.
The output is a textual description describing attributes and
distinctive features of that category.

3. Data Analysis and Quality Assessment

In this section, we perform analysis on the newly intro-
duced datasets VQA-ParaX and ImageNetX. Subsequently,
we evaluate their quality through ablation experiments. Ta-
ble 1 presents the average and maximum word lengths of
the explanations for both VQA-ParaX and ImageNetX. As
observed, the average word length of VQA-ParaX explana-
tions is similar to the average word length of explanations
from other NLE datasets. ImageNetX has a larger average
word length describing distinctive features requires more
words. In Table 2, we present question repetition statis-
tics on VQA-ParaX. As the prompt requests 6 samples, the
LLM might reiterate the constructed questions when the



Figure 3. A 2D visualization using t-SNE [3] of the different textual descriptions for ImageNet categories generated using the LLM. Each
plot depicts a distinct ImageNet category, with each data point representing 1 of 50 sample descriptions produced for each category.

provided textual description of the image is overly brief and
lacks information (e.g., a textual description as: a man in
a white t-shirt and blue jeans and a cell phone). However,
even though the question and answer might be replicated
across a sample, the explanation is typically formulated dif-
ferently.

Next, we examine the uniqueness of the 50 different
samples we generate for each ImageNet category. We first
encode each sample through MPNet [2] finetuned on 1B
sentence pairs using the self-supervised contrastive learning
objective, utilizing the Sentence-Transformers [1] library1

to obtain a 768-d vector representing the sample descrip-
tion. We apply t-SNE [3] to reduce the vector into a 2-d
space for visualization. Upon plotting the 50 samples, we
observe distinct clusters emerging among them, highlight-
ing the diversity present across the samples, as illustrated
in the upper row. Conversely, the initial three instances de-
picted in the lower row reveal that these samples tend to
exhibit greater similarity, resulting in the formation of a sin-
gular cluster.

Lastly, we perform ablation studies on the newly in-
troduced datasets VQA-ParaX and ImageNetX in Table 3.
We start by analyzing the exclusion of VQA-ParaX from
the training NLE corpus. In 60% of the cases (across
all datasets and metrics), the inclusion of VQA-ParaX im-
proves the evaluation metrics across the board. This sug-
gests that VQA-ParaX contribute positively to the perfor-
mance of the model. Next, we evaluate the exclusion of
ImageNetX. In 94% of the cases, excluding ImageNetX
improves the performance of evaluation metrics across all
VQA NLE tasks (A-OKVQA, VQA-X and VQA-ParaX),

1https://github.com/UKPLab/sentence-transformers

Table 1. Average Word Length of VQA-ParaX and ImageNetX
VQA-ParaX ImageNetX

Average Word Length 13 49
Maximum Word Length 90 110

Table 2. Question Repetition statistics for VQA-ParaX
Repetitions Value

Maximum repetitions across all samples 3
Percentage of samples with 3 repetitions 1.96%
Percentage of samples with 2 repetitions 12.96%
Percentage of samples with 1 repetition 36.84%

Percentage of samples with no repetitions 48.23%

and including it improves the performance of visual recog-
nition and visual reasoning tasks in 84% of the cases. This
suggests that ImageNetX has a negative impact on VQA
tasks, but positive impact on the other tasks. This can be
rationalized by considering the complexity of ImageNetX,
which requires the model to additionally learn how to de-
scribe coarse-grained distinctive textual features of an ob-
ject. This task is more challenging compared to VQA tasks.
As a result, incorporating a broader range of such com-
plex information might lead to a trade-off, resulting in a
decrease in performance for VQA tasks. Finally, we inves-
tigate the performance of the model when excluding both
VQA-ParaX and ImageNetX. We find that in 58% of the
cases, excluding both these datasets leads to an improve-
ment in performance.

4. Additional Quantitative Evaluation
In Table 4, we present quantitative evaluation results

on unfiltered scores for Uni-NLX, achieved through fine-



Table 3. Ablation Studies on the newly introduced datasets (Unfiltered Scores, w/o pretraining). B-N, M R, C, S are short for: BLEU-N,
METEOR, ROUGE-L, CIDER and SPICE.

Dataset Setting B1 B4 M R C S

ACT-X

All Data (Uni-NLX) 0.654 0.265 0.220 0.485 0.677 0.167
w/o VQA-ParaX 0.658 0.265 0.219 0.484 0.680 0.166
w/o ImageNetX 0.656 0.263 0.219 0.483 0.675 0.167

w/o VQA-ParaX, ImageNetX 0.655 0.271 0.219 0.486 0.685 0.165

A-OKVQA

All Data (Uni-NLX) 0.582 0.185 0.171 0.440 0.581 0.160
w/o VQA-ParaX 0.561 0.209 0.168 0.458 0.652 0.152
w/o ImageNetX 0.576 0.194 0.173 0.445 0.608 0.161

w/o VQA-ParaX, ImageNetX 0.558 0.198 0.166 0.455 0.624 0.155

VQA-X

All Data (Uni-NLX) 0.579 0.217 0.194 0.459 0.811 0.178
w/o VQA-ParaX 0.578 0.224 0.196 0.463 0.833 0.176
w/o ImageNetX 0.588 0.232 0.202 0.472 0.865 0.182

w/o VQA-ParaX, ImageNetX 0.578 0.221 0.196 0.462 0.818 0.179

VQA-ParaX

All Data (Uni-NLX) 0.351 0.148 0.182 0.408 1.399 0.316
w/o VQA-ParaX 0.165 0.058 0.120 0.319 0.769 0.230
w/o ImageNetX 0.360 0.151 0.183 0.409 1.416 0.316

w/o VQA-ParaX, ImageNetX 0.164 0.058 0.118 0.317 0.758 0.226

e-SNLI-VE

All Data (Uni-NLX) 0.353 0.118 0.178 0.322 1.065 0.313
w/o VQA-ParaX 0.343 0.112 0.174 0.318 1.044 0.308
w/o ImageNetX 0.327 0.104 0.169 0.311 1.023 0.307

w/o VQA-ParaX, ImageNetX 0.348 0.115 0.177 0.321 1.066 0.319

tuning the pretrained captioning model of NLX-GPT. Our
findings demonstrate that Uni-NLX achieves results compa-
rable to NLX-GPT on VQA-X, ACT-X, and VQA-ParaX.
Furthermore, it surpasses NLX-GPT performance on e-
SNLI-VE and ImageNetX. Additionally, in the A-OKVQA
task, our model outperforms NLX-GPT across three met-
rics, while also achieving comparable results on other met-
rics. In Table 5, we provide results of Uni-NLX for the
filtered setting without finetuning the pretrained captioning
model. Our findings reveal that Uni-NLX surpasses NLX-
GPT on ACT-X, e-SNLI-VE, and VCR, while achieving
comparable results on the other tasks. By conducting a
comparative analysis of both settings, it becomes evident
that Uni-NLX exhibits superior performance in reasoning
tasks such as e-SNLI-VE and VCR, as well as in visual
recognition tasks such as ImageNetX and ACT-X.

5. Additional Qualitative Examples

We provide additional qualitative examples for each of
the seven NLE tasks in Figure 4. As evidenced in our ob-
servations, our model generates an answer to the provided
question about a given image, complemented by an expla-
nation. For ImageNetX, it becomes apparent that Uni-NLX
offers distinctive, fine-grained explanations for the pre-
dicted answer (e.g., white head and tail, dark brown body,
yellow beak, large wingspan, the weight), all conveyed in a
manner easily understandable to humans. In Figure 5, we
visualize the attention maps for the generated answers from

the last layer of the model. We analyze ImageNetX answers
in the top row, VQA-ParaX answers in the bottom-left and
ACT-X answers in the bottom-right. As demonstrated for
ImageNetX, the presented heatmaps exhibit distinctive fea-
tures within the image, in contrast to conventional explain-
ability techniques that usually yield heatmaps encompass-
ing the entire main object in the image.

6. Limitations and Collapse of VQA tasks

Acknowledging the limitations of our proposed model is
of crucial importance. In particular, we address the issue of
shortcut learning that arises in explanations for some VQA
tasks including A-OKVQA and VQA-ParaX. Specifically,
the model generates an explanation which is composed of
the answer and the question itself. For instance, consider
the question ”what is on the table?” and the predicted an-
swer ”cake”, the generated explanation would be ”there is
cake on the table”. Similarly, when presented with the ques-
tion ”what is on top of the plate?” and the predicted answer
”pizza”, the generated explanation would be ”there is pizza
on top of a plate”. By using this shortcut approach, the
model fails to reason correctly about the generated answer.
This phenomenon becomes further evident by examining
Figure 6, wherein we conduct an analysis of the heatmaps
for various questions of the same images shown in Fig-
ure 5. As illustrated, the heatmaps exhibit no distinctions
from those depicted in Figure 5, thereby indicating a lack
of reasoning capabilities in generating explanations. Conse-



What action is this?
knitting because she is standing in front 
of a sewing machine and knitting a piece 
of fabric

ACT-X

What is keeping the animals all in one place?
fence because the fence keeps the animals 
from escaping

A-OKVQA

Is the following hypothesis entailment, 
contradiction or neutral to the image? 
Some people down near a creek
entailment because children are people

e-SNLI-VE

Where are person0 and person1 walking?
they are walking to a wedding because 
they are wearing wedding attire and are 
walking towards a groom

VCR

Is the bed made?
yes because the sheets are laid out and the 
the sheets are neatly arranged

VQA-ParaX

What are the people doing?
eating because they are sitting at a table 
with food on it

VQA-X ImageNetX

What category is this?
bald eagle because the bald eagle, also known as the 
American eagle, has a white head and tail, dark brown 
body, hooked yellow beak, and talons. They have a 
wingspan of up to 7 feet and can weigh up to 14 
pounds. They are known for their keen eyesight and 
powerful flight

Figure 4. Qualitative Examples of Uni-NLX on the 7 NLE tasks. We show the question, answer and explanation under each image.

tench tiger shark brambling spotted salamander

flying kite

what category is this? what category is this? what category is this? what category is this?

what are the people doing? How many rams are there?
three

What action is this?
marching band

What action is this?
archery

Figure 5. The attention maps for the generated answers of ImageNetX (top row), VQA-ParaX (bottom-left) and ACT-X (bottom-right).

quently, this finding corroborates the presence of the short-
cut learning problem in the model. This problem is also
observed in the individual uni-task models for A-OKVQA

and VQA-ParaX. We intend to explore this matter in future
research.



Table 4. Unfiltered Scores for Uni-NLX compared to NLX-GPT
on the 7 downstream tasks. Both models are w/ pretraining. B-N,
M R, C, S are short for: BLEU-N, METEOR, ROUGE-L, CIDER
and SPICE.

VQA-X
B1 B2 B3 B4 M R C S

NLX-GPT 61.2 46.1 34.3 25.6 21.5 48.7 97.2 20.2
Uni-NLX 60.2 44.7 32.8 24.1 20.8 47.2 89.9 19.5

ACT-X
B1 B2 B3 B4 M R C S

NLX-GPT 67.0 50.5 37.5 28.1 22.6 49.7 74.9 17.6
Uni-NLX 66.6 50.5 37.3 27.7 22.4 49.3 72.5 17.2

e-SNLI-VE
B1 B2 B3 B4 M R C S

NLX-GPT 34.3 22.7 15.6 10.9 17.5 31.7 106.6 31.5
Uni-NLX 33.9 22.7 15.8 11.3 17.5 32.1 107.5 31.5

VQA-ParaX
B1 B2 B3 B4 M R C S

NLX-GPT 37.9 28.0 21.5 16.6 19.5 42.5 156.6 34.0
Uni-NLX 36.8 27.2 20.8 16.1 19.1 42.0 152.6 33.5

A-OKVQA
B1 B2 B3 B4 M R C S

NLX-GPT 57.1 41.1 30.4 21.7 17.4 46.8 69.0 16.0
Uni-NLX 58.6 40.2 28.2 18.9 17.5 44.8 61.1 16.9

ImageNetX
B1 B2 B3 B4 M R C S

NLX-GPT 61.7 45.2 34.2 26.4 20.7 37.6 76.4 20.2
Uni-NLX 63.2 47.0 36.0 28.2 21.4 38.9 82.8 21.1

VCR
B1 B2 B3 B4 M R C S

NLX-GPT - - - - - - - -
Uni-NLX 19.1 10.1 5.8 3.6 9.1 20.0 24.9 12.5

What are the hills made of?
sand because the hills are 

made of sand

What is in the background?
mountains because there are 
mountains in the background

Figure 6. An example of the shortcut learning problem
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