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Abstract

Automating the reassembly of fragmented objects is a complex task with applications in cultural heritage preservation, paleontology, and medicine. However, the matching subtask of the reassembly process has received limited attention, despite its crucial role in reducing the alignment search space. To address this gap, we propose MatchMakerNet, a network architecture designed to automate the pairing of object fragments for reassembly. By taking two point clouds as input and leveraging graph convolution alongside a simplified version of DGCNN, MatchMakerNet achieves remarkable results. After training on the Artifact (synthetic) dataset, we achieve an accuracy of 87.31% in all-to-all comparisons between the fragments. In addition, it demonstrates robust generalization capabilities, achieving 86.93% accuracy on the Everyday (synthetic) dataset and 83.03% on the Puzzles 3D (real-world) dataset. These findings highlight the effectiveness and versatility of MatchMakerNet in solving the matching subtask.

1. Introduction

Preserving our cultural heritage involves reassembling together fragmented artifacts to create a meaningful representation of the past. However, this task is often complex and time-consuming. The challenge of reassembling broken objects is not exclusive to cultural heritage [24, 34, 3, 20, 36, 10, 40]; it extends to fields like paleontology [19, 16, 28] and medicine [13, 35, 14, 1, 31], where the reconstruction of fractured bones is essential for accurate diagnosis and effective treatment planning. Advancements in 3D object scanning [7, 8, 4] have motivated researchers to explore computer vision and machine learning for automating the process of 3D object reassembly. This shift has revolutionized the way objects are reconstructed across various domains [19, 16, 35].

Reassembly involves various subtasks depending on the specific adopted approach. These subtasks include point cloud feature extraction [25, 37, 22, 9, 26], sampling [18, 17, 21, 23, 38], matching [39, 34, 11, 44, 2], and alignment [19, 5, 13, 15, 3]. In some cases, the matching step may be optional if the method is capable of handling the alignment of all fragments simultaneously. However, the efficacy of this approach is constrained when dealing with intricate fracture patterns characterized by high levels of detail, commonly referred to as complex fractures [11, 43]. As a result, reassembling high detailed fracture faces can exponentially increase the search space, posing computational challenges and potentially compromising the accuracy.

Therefore, a matching step is crucial for effectively reducing the alignment search space. Considering that the matching step requires the evaluation of all potential pairs of fragments, we need to devise an efficient approach for this task. This becomes particularly important when working with real-world datasets that contain complex fracture patterns, such as the Puzzles 3D dataset [12]. By incorporating a matching step, the reassembly process can achieve a focused search, leading to improved efficiency and accurate alignment.

To the best of our knowledge, previous methods have not thoroughly explored the matching subtask. Some methods consider matching to be a trivial process, focusing solely on the final reassembly result [15, 20, 44, 2, 10, 40]. However, this assumption overlooks the challenges posed by 3D objects with complex fractures, as seen in the Breaking Bad dataset [29]. Furthermore, the evaluation of matching is often limited to small and private datasets [39, 34], making it difficult to compare results with newer matching methods.

In this work, we focus on thick fragments, which have more complex fracture surfaces and have received less attention in the state-of-the-art literature. Drawing inspiration from graph convolution [37] and vector neurons [6], we propose a simplified version of DGCNN as our feature extractor. Additionally, we introduce MatchMakerNet to discriminate between pairs of thick fragments sharing at least one fractured face. By leveraging the properties of graph convolution, MatchMakerNet addresses the challenges of
reassembly with complex fracture patterns.

We evaluate our simplified DGCNN alongside other state-of-the-art methods in terms of accuracy, memory usage, and inference time for classification on ModelNet40 [27]. Besides, we assess the performance of MatchMakerNet on both synthetic data from Breaking Bad [29] and real fragmented 3D objects from Puzzles 3D [12]. In these experiments, we compared the loss, accuracy and F1 score, providing an analysis of our method’s effectiveness in handling different scenarios involving fragmented 3D objects.

**Contribution.** We propose a simplified version of DGCNN that maintains a performance of approximately 87% accuracy while significantly reducing the inference time by around 2.82 times and minimizing memory costs by approximately 8.69 times. Additionally, we introduce MatchMakerNet, a network architecture that effectively handles the matching subtask and achieves an accuracy of 87% on the Artifact subset. We also analyze the generalization capabilities of our approach on diverse datasets, obtaining accuracy rates of 87% and 83% on Everyday subset and Puzzles 3D, respectively.

**2. Related Work**

In this section, we provide a concise review of reassembly methods with different approaches, with a special focus on matching subtask, and datasets related to 3D fragmented objects.

**3D object reassembly.** Existing methods for 3D object reassembly focus on using either fractured faces [39, 19, 34] or complete fragments [3, 11, 43] as inputs. When the input is a fracture face, an additional step is required to extract these faces from the objects. In addition, some reassembly methods handle objects consisting of only two fragments [19, 13, 15, 3, 30], while others are capable of handling scenarios involving multiple fragments [39, 34, 10, 43]. In the latter case, both two-step [39, 34, 44, 10, 40] and single-step [11, 43] approaches can be employed for the reassembly process.

The two-step approach divides the reassembly process into two subtasks. First, the matching step identifies pairs of fragments that should be reassembled together [39, 34, 10]. Second, the alignment step is carried out to reassemble the fragments pairwise, based on the pairs identified during the matching step [19, 15, 3]. Ensuring efficient performance of the matching step is crucial for the successful completion of the assembly process, particularly in scenarios involving complex fracture patterns [39].

In contrast, the single-step approach directly performs the alignment process [11, 43]. It combines the fragments by incorporating local information from each fragment into the others, allowing the integration of both local and global contextual information. This approach has gained popularity, especially with the advancements in powerful network architectures like transformers [33]. However, it has limitations in handling objects with complex fractures, and it relies on the assumption of prior knowledge that the fragments belong to the same object [43, 32].

**3D object matching.** As far as we know, previous works in the field of 3D object reassembly have not specifically focused on the matching subtask as a specific problem. Instead, many existing methods incorporate matching as part of their pipeline, with the primary emphasis being on the final reassembly result [44, 10, 40]. While some methods do provide partial analysis of the accuracy in the matching step, these evaluations are often limited in scope and conducted on small, proprietary datasets [39, 34].

The Terracotta Warriors dataset mentioned by Yao et al. [39] comprises only 1800 matching pairs and 1560 non-matching pairs, but unfortunately, it is not publicly accessible. Similarly, Wang et al. [34] provide a dataset consisting of 4 objects with a total of 12 thin fragments, yet this dataset is also not publicly available. The unavailability of these datasets hampers comprehensive analysis and inhibits meaningful comparisons between previous methods, which limits our understanding of 3D object matching.

**3. Background**

In this section, we provide a concise background to make it easier to understand our proposal. We formally state the problem we aim to address and describe the concept of graph convolution and its properties.

**3.1. Matching problem**

Consider a set \( S = \{S_1, \ldots, S_n\} \) of multiple point clouds, where each point cloud \( S_i \) represents a distinct fragment and \( n \) is the total number of point clouds in \( S \). The goal is to determine the matching relationships between pairs of point clouds \((S_i, S_j)\). We define a function \( f : S \times S \rightarrow \{0, 1\} \), which takes two point clouds as input and outputs a binary value indicating whether the pair is a match (1) or not (0). The function \( f \) is applied to all possible pairs \((S_i, S_j)\), satisfying the condition \( i \neq j \). The goal is to find a suitable function \( f \) that accurately determines the point cloud pairs in \( S \) that should be reassembled together [39].

**3.2. Graph convolution**

Given a point cloud \( P = \{p_1, p_2, \ldots, p_n\} \), where \( p_i \in \mathbb{R}^3 \) represents the 3-dimensional coordinates of the \( i \)-th point, the graph convolution operation computes the features for each point by aggregating information from its neighboring points. Let \( N_i \) denote the set of neighboring points for point \( p_i \). The graph convolution operation can be expressed as equation 1 where \( f_i \) represents the computed
Figure 1: **MatchMakerNet**. Our proposed network architecture is designed for discriminating pairs of fragments that should be matched together. It incorporates our simplified DGCNN (4.1) to extract features from input point clouds. The features are subsequently processed through graph convolutions and combined using a residual connection to perform the relationship analysis (4.2). Following that, an MLP with multiple layers is used to make the final matching decision.

By applying the graph convolution iteratively across multiple layers, hierarchical representations of the point cloud can be obtained, allowing for the extraction of abstract and discriminative features that capture local and global patterns and dependencies within the data. This operation exhibits key properties that contribute to its effectiveness. First, it is permutation invariant, guaranteeing that the output features remain unchanged regardless of the order of input points. Additionally, it utilizes local neighborhood information, enabling each point to incorporate features from its surrounding points. Furthermore, the operation is partially invariant to translation, given that it takes into account the local geometry of the patches while retaining global shape information [37].

### 4. MatchMakerNet

In this section, we introduce MatchMakerNet, a novel network architecture designed to discriminate between pairs of thick fragments that share at least one fractured face. The architecture incorporates graph convolutions as the core component to effectively capture and analyze the relationships between thick fragments, thereby enhancing the precision of the matching process.

MatchMakerNet architecture is shown in Figure 1. First, the shared network extracts features from the input point clouds. To enhance the efficiency of feature extraction, we propose a simplified version of the Dynamic Graph CNN (DGCNN) [37]. This modified approach incorporates the concept of vector neurons, inspired by Deng *et al.* [6] proposal, which exhibit invariance to rotations. By leveraging these vector neurons, MatchMakerNet can extract meaningful features that are robust to rotation transformations, ensuring the network’s effectiveness in various scenarios.

Second, the extracted features are concatenated to form a joint feature matrix consisting of 64 features per point. This matrix, denoted as $F_j$, serves as the input for the subsequent relationship analysis step. This step focuses on assessing the presence of at least one shared fractured face between the fragments. Finally, to make the matching decision, MatchMakerNet employs a multi-layer perceptron (MLP). The MLP consists of concatenated layers with output sizes of 256, 64, and 1, incorporating RELU activation functions in the hidden layers and a sigmoid activation function in the output layer. Through the integration of these steps, MatchMakerNet effectively combines feature extraction, relationship analysis, and decision-making processes.

In Section 4.1, we provide a description of our simplified DGCNN architecture, highlighting the specific adaptations we made to enhance its efficiency. Subsequently, in Section 4.2, we introduce a proposed subnetwork that analyzes the relationship between the fragments.

### 4.1. Simplified DGCNN

To perform feature extraction for the matching subtask, we employ a simplified version of the DGCNN network,
Figure 2: **Simplified DGCNN architecture for feature extraction.** The last graph convolution layer (highlighted in blue) is modified to reduce the number of output channels, while an additional convolution layer (highlighted in green) is added to capture the relationships between the previous layers’ representations and further reduce the network.

as illustrated in Figure 2. This customized architecture is specifically designed to achieve two main objectives: reducing its overall size and ensuring invariance to random rotations, enhancing the network’s resilience in handling the variations encountered in the matching problem.

The original DGCNN network is composed of four graph convolution layers, with each layer having an output channel size of 64, 64, 64, and 128 respectively. In our approach, we modify the last graph convolutional layer to reduce the number of output channels to 64 instead of 128 (shown in blue in Fig. 2). We also add a convolutional layer with 64 output channels (shown in green in Fig. 2). This supplementary layer facilitates the capture of interlayer relationships within representations while further refining the network’s complexity. Finally, we remove the last part of the network, since we do not need to modify the features to fit a classification or segmentation task.

4.2. Relationship Analysis

The relationship analysis subnetwork (shown in yellow in Fig. 1) plays a crucial role in evaluating the relationship between the fragments. By leveraging graph convolution, this subnetwork extracts the features from the joint matrix. This feature matrix undergoes a series of graph convolution layers. Firstly, it passes through a layer with an output of 128 channels, enabling the extraction of rich and informative features. Subsequently, a second graph convolution layer with 64 output channels (shown in green in Fig. 2). This supplementary layer facilitates the capture of interlayer relationships within representations while further refining the network’s complexity. Finally, we remove the last part of the network, since we do not need to modify the features to fit a classification or segmentation task.

5. Experiments

In this section, we evaluate the effectiveness of our proposed feature extractor and matching network, we conduct a set of experiments on various scenarios and datasets. First, we compare our simplified DGCNN with both the original DGCNN version and other state-of-the-art methods in Section 5.1. Specifically, we assess the performance of the methods on 3D objects augmented with random rotations to evaluate their robustness in handling the matching subtask under real-world scenarios where fragment orientations lack a canonical direction. Subsequently, in Section 5.2, we delve into the analysis and evaluation of our MatchMakerNet, with a particular focus on its performance in both real-world and synthetic fractured objects. These experiments allow us to assess the generalization and versatility of our proposed method.

**Datasets.** Both synthetic and real-world datasets are available for working on 3D object reassembly. Real-world datasets often involve scanned fragmented objects, but can be limited in size and ground truth information. In our experiments, we utilize three datasets: ModelNet40 [41], comprising 12,311 CAD models from 40 categories; Breaking Bad [29], with 10,000 synthetic fractured objects, including cultural artifacts and everyday items; and Puzzles 3D [12], consists of 6 real-world fragmented cultural her-
We train MatchMakerNet on the corpus fracture scenarios with 81 total fragments.

### 5.1. Simplified DGCNN

**Experimental Setup.** We train two versions of our simplified DGCNN, one based on the original DGCNN and the other based on VN-DGCNN, which utilizes vector neurons for rotation invariance. The training and validation are performed on the train and test partition of the ModelNet40 dataset [42] using the cross-entropy loss function over 400 epochs. For evaluation, we utilize the weights of the model that achieved the highest accuracy during training, and assess its performance on objects with random rotations. The evaluation metrics include overall accuracy, class accuracy, inference time, model size, and the number of parameters. To ensure consistent evaluation, we employ the default train and test split defined in the ModelNet40 dataset.

**Baseline Methods.** In order to assess the performance of our approach, we compare it against several state-of-the-art methods, including PointNet [25], PointNet++ [26], DGCNN [37], VN-PointNet [6], VN-DGCNN [6], our proposed method, and VN-Ours. We retrain each method using the publicly available code from the original papers and evaluate all models under similar point cloud transformations as our proposed model.

**Results.** Table 1 compares the performance of various methods based on evaluation metrics. PointNet achieves an overall accuracy of 50.32% and class accuracy of 41.68%, while PointNet++ improves the results with an overall accuracy of 86.18% and class accuracy of 81.71%. DGCNN achieves further enhancement with an overall accuracy of 88.57% and class accuracy of 84.27%. VN-PointNet and VN-DGCNN, utilizing the vector neuron approach, achieve overall accuracies of 87.40% and 90.56%, and class accuracies of 83.53% and 87.51%, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Overall Accuracy</th>
<th>Class Accuracy</th>
<th>Inference Time (ms)</th>
<th>Model Size (MB)</th>
<th>Parameters (M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PointNet [25]</td>
<td>50.32 %</td>
<td>41.68 %</td>
<td>6.65</td>
<td>6.28</td>
<td>0.82</td>
</tr>
<tr>
<td>PointNet++ [26]</td>
<td>86.18 %</td>
<td>81.71 %</td>
<td>39.11</td>
<td>11.32</td>
<td>1.48</td>
</tr>
<tr>
<td>DGCNN [37]</td>
<td>88.57 %</td>
<td>84.27 %</td>
<td>8.94</td>
<td>13.85</td>
<td>1.81</td>
</tr>
<tr>
<td>VN-PointNet [6]</td>
<td>87.40 %</td>
<td>83.53 %</td>
<td>9.03</td>
<td>15.12</td>
<td>1.97</td>
</tr>
<tr>
<td>VN-DGCNN [6]</td>
<td>90.56 %</td>
<td>87.51 %</td>
<td>18.08</td>
<td>22.17</td>
<td>2.90</td>
</tr>
<tr>
<td>Ours</td>
<td>89.91 %</td>
<td>83.43 %</td>
<td><strong>4.58</strong></td>
<td><strong>1.63</strong></td>
<td><strong>0.21</strong></td>
</tr>
<tr>
<td>VN-Ours</td>
<td><strong>91.02 %</strong></td>
<td><strong>87.07 %</strong></td>
<td>6.41</td>
<td>2.55</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 1: Classification on ModelNet40. Performance comparison of different methods on various evaluation metrics, including overall accuracy, class accuracy, inference time, model size, and number of parameters. Methods evaluated include PointNet [25], PointNet++ [26], DGCNN [37], VN-PointNet [6], VN-DGCNN [6], our proposed method, and VN-Ours.

The results presented in Table 1 demonstrate the effectiveness of our method with the vector neuron approach in maintaining the accuracy and maintaining the efficiency compared to existing state-of-the-art methods. On one hand, our simplified version of DGCNN compared with the original DGCNN offers significant improvements in efficiency, reducing the inference time by 1.95 times and memory usage by 8.50 times. Although there is a slight loss of 0.87% in class accuracy, it compensates with a gain of 1.34% in overall accuracy. On the other hand, our simplified DGCNN with the vector neuron approach compared with VN-DGCNN provides even greater efficiency, reducing the inference time by 2.82 times and memory usage by 8.69 times. It experiences a slight decrease of 0.44% in class accuracy, but achieves a commendable 0.46% increase in overall accuracy.

Considering these results, the choice of method depends on the specific requirements of the task at hand. If efficiency is paramount, our simplified DGCNN is the preferred option. For a balance between high overall accuracy and efficiency, our simplified DGCNN with vector neurons (Ours-VN) stands out as the optimal choice. However, if preserving the best possible class accuracy is crucial, VN-DGCNN should be considered. In our case, where both speed and accuracy are important, we have chosen to utilize Ours-VN as the feature extractor for MatchMakerNet.

### 5.2. MatchMakerNet

**Experimental Setup.** We train MatchMakerNet on the Artifact subset of Breaking Bad [29]. We utilized the binary cross-entropy (BCE) loss function and implemented 5-fold cross-validation for training. Each fold undergo a maximum of 100 epochs, with Early Stopping to stop the training if the validation loss failed to decrease for 20 consecutive epochs. In addition, we balanced the train subset to have 70% positive examples and 30% negative examples. This improved pattern identification and classification, given that the origi-
Table 2: Evaluation on Artifact (Breaking Bad). We show the performance metrics (loss, accuracy, and F1 score) of the model trained and evaluated with different distributions and folds. The model is trained with a distribution of 70% positive and 30% negative examples, and evaluated using both the 70/30 and original distributions. The evaluation is conducted over 5 folds, and the reported mean and standard deviation of the metrics demonstrate the consistency of the model.

<table>
<thead>
<tr>
<th>Fold</th>
<th>Loss</th>
<th>Accuracy</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>70/30</td>
<td>all/all</td>
<td>70/30</td>
</tr>
<tr>
<td>1</td>
<td>0.2109</td>
<td>0.2475</td>
<td>86.31%</td>
</tr>
<tr>
<td>2</td>
<td>0.2243</td>
<td>0.2240</td>
<td>81.73%</td>
</tr>
<tr>
<td>3</td>
<td>0.2359</td>
<td>0.2398</td>
<td>80.53%</td>
</tr>
<tr>
<td>4</td>
<td>0.2140</td>
<td>0.2268</td>
<td>83.85%</td>
</tr>
<tr>
<td>5</td>
<td>0.2184</td>
<td>0.2132</td>
<td>81.90%</td>
</tr>
<tr>
<td>Mean</td>
<td>0.2207</td>
<td>0.2303</td>
<td>82.86%</td>
</tr>
<tr>
<td>Std</td>
<td>0.0088</td>
<td>0.0121</td>
<td>2.05%</td>
</tr>
</tbody>
</table>

Correct predicted matches
(a) Blossom Lamp (b) Moceri Head (c) Sculpture
(d) Pegasus (e) Sand Sculpture (f) Medallion

Incorrect predicted matches
(g) Buddha Bowl (h) Marciana Marble (i) Marble Head
(j) Sword Sculpture (k) Sir Occulum (l) Swedish Moose

Figure 3: Examples of pairs found by the network on the Artifact subset. On the left, we present six correct predicted matches, while on the right, we showcase size incorrect predicted matches based on the ground truth labels.
Figure 4: Examples of pairs found by the network on the Everyday subset. On the left, we present six correct examples, while on the right, we showcase six incorrect examples based on the ground truth labels.

Figure 5: Examples of pairs found by the network on the Puzzles 3D dataset. On the left, we present six correct examples, while on the right, we showcase six incorrect examples based on the ground truth labels.

higher loss compared to 70/30 distributions. However, considering the observed standard deviation, this difference is not substantial. Additionally, the results show low variation between folds, indicating that the model is stable and produces consistent results when it is trained with different training and validation sets.

Figure 3 showcases four examples of fragment pairs that should be reassembled based on the results obtained from the matching network. The left examples (Fig. 3a to 3f) are correct matches, they highlight the network’s capability to identify pairs with both complete and partially fractured faces. This ability is particularly relevant in real-life scenarios where complete face sharing is less common and considered an idealized scenario. By successfully identifying matches with partial fractured faces, the network demonstrates its practical applicability in handling realistic reassembly tasks.

In the right examples (Fig. 3g to 3i), where the network’s outcomes were incorrect, two discernible issues come to light. First, the network tends to experience confusion when confronted with similar fracture patterns in fragments that should remain separate. Second, certain fracture patterns lack complex details, particularly when the fractured faces appear nearly flat. These observations indicate potential challenges to the network in accurately discerning subtle differences and capturing fine-grained information from certain types of fractures.

Table 3 presents the results obtained by the matching network trained on Artifact subset and evaluated on the Everyday subset and Puzzles 3D dataset. According to the ta-
Table 3: Comparison of results on Everyday and Puzzles 3D. The table presents the loss, accuracy, and F1 score for the Everyday and Puzzles 3D test datasets.

<table>
<thead>
<tr>
<th>Test Dataset</th>
<th>Loss</th>
<th>Accuracy</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Everyday</td>
<td>0.3204</td>
<td>86.93 %</td>
<td>89.27 %</td>
</tr>
<tr>
<td>Puzzles 3D</td>
<td>0.3599</td>
<td>83.03 %</td>
<td>85.24 %</td>
</tr>
</tbody>
</table>

In Figure 4, we observe examples of pairs on Everyday subset that need to be reassembled based on the results obtained by MatchMakerNet. The left side (Fig. 4a to 4f) showcases correct examples, where the network successfully solves matching for thin fragments, despite being primarily trained on thick fragments. Additionally, the network exhibits the ability to identify matching pairs in fragments of different sizes, as seen in the case of the Toy Figure, where the sword is much smaller than the robot.

Conversely, the incorrect examples exhibit patterns similar to those identified in the Artifact subset. The network misclassifies fragments with similar fracture patterns as positive, even though they should not be reassembled together. Furthermore, some fractures lack detail and are almost flat, making it challenging to accurately identify fracture details and choose the correct pair. It is important to note that some of these limitations may be related to the fact that we are using synthetically generated fragments.

Figure 5 presents examples of fragment pairs from the Puzzles 3D dataset that MatchMakerNet identifies as candidates for reassembly. On the left side (Fig. 5a to 5f), correct examples are shown, while on the right side (Fig. 5g to 5l), incorrect examples are displayed. In the correct examples, we notice that fragment pieces can vary in size and still achieve a correct matching prediction. Additionally, the network can generalize correspondence for thin fragments. Overall, we have reached similar observations as those obtained with the Artifact and Everyday subsets.

Similarly, the analysis of incorrect examples reveals that the network often struggles to differentiate fragment pairs with similar fracture patterns. In the specific case of Gargoyle, although there are notable similarities in the fracture patterns, subtle differences also exist. Possible factors contributing to these prediction errors include preprocessing steps that might result in the loss of certain distinguishing features and the use of synthetic data for training, which lacks the same level of detail as real fragments. Furthermore, it is important to highlight that some errors occur because the network identifies fragments that should be joined if they share any common point or line, without taking into account the presence of at least one fractured face.

6. Conclusion

In this paper, we propose a simplified DGCNN as a feature extractor and MatchMakerNet as a network to solve the matching subtask in the reassembly problem. Both approaches leverage the power of graph convolution and its properties to effectively represent local and global features. The results demonstrate that our simplified DGCNN is capable of maintaining the performance of the original networks with minimal loss, while significantly reducing memory and time costs.

Additionally, we evaluated the performance of MatchMakerNet after training it on the Artifact subset. The network achieved an accuracy of 87.31% on the original distribution. However, when assessing its generalization capabilities, we observed that it encounters more challenges when handling the Puzzles 3D subset, which consists of real-world fractures. These fractures pose greater difficulty due to their diverse and complex nature, compared to the relatively less detailed fracture patterns found in the Breaking Bad dataset.

These findings highlight the potential of MatchMakerNet and the simplified DGCNN in automating the matching step of fragmented objects, particularly in the context of cultural heritage analysis. This ability is of great importance in preserving and understanding cultural artifacts, as it enables researchers and archaeologists to gain insights into the original form and structure of these objects.

7. Future Work

In our future work, we plan to further enhance the pipeline by incorporating the alignment step, which will enable us to perform end-to-end experiments and achieve complete object reassembly. For the simplified DGCNN, we aim to evaluate its performance on a wider range of datasets and tasks beyond ModelNet40, including segmentation and recognition. In the case of MatchMakerNet, our future work will be focused on improving its performance on real-world fragments. To achieve this, we intend to explore the incorporation of more detailed fracture faces, especially for fragments with nearly flat fractures. These future research directions will contribute to the overall advancement and applicability of our methods in practical scenarios.
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