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Figure 1. Given two images in the wild, Edicho generates consistent editing versions of them in a zero-shot manner. Our approach
achieves precise consistency for editing parts (left), objects (middle), and the entire images (right) by leveraging explicit correspondence.

Abstract

As a verified need, consistent editing across in-the-wild
images remains a technical challenge arising from vari-
ous unmanageable factors, like object poses, lighting con-
ditions, and photography environments. Edicho1 steps
in with a training-free solution based on diffusion models,
featuring a fundamental design principle of using explicit
image correspondence to direct editing. Specifically, the
key components include an attention manipulation module
and a carefully refined classifier-free guidance (CFG) de-
noising strategy, both of which take into account the pre-
estimated correspondence. Such an inference-time algo-
rithm enjoys a plug-and-play nature and is compatible to
most diffusion-based editing methods, such as ControlNet
and BrushNet. Extensive results demonstrate the efficacy
of Edicho in consistent cross-image editing under diverse
settings. Project page can be found here.

∗ This work was done during an internship at Ant Group.
† Corresponding authors.
1“Edicho” is an abbreviation of “edit echo”, implying that the edit is

echoed across images.

1. Introduction

The ability to consistently edit images across different in-
stances is of paramount importance in the field of com-
puter vision and image processing [1, 10, 65, 67]. Consis-
tent image editing facilitates numerous applications, such
as creating coherent visual narratives and maintaining char-
acteristics in marketing materials. As in Fig. 1, sellers or
consumers can enhance photos of their favorite products,
such as toys or shoes, by applying consistent decorative el-
ements, making each item appear more appealing or per-
sonalized. Similarly, during themed events like a masquer-
ade ball or Halloween, families and friends may hope to
uniformly style masks or dresses across their photos, en-
suring a harmonious visual presentation. Another instance
for content creators is consistently making multiple of the
photos looks like a graceful elf or an impressive superman.
By ensuring the edits applied to one image can be reliably
replicated across the other ones, we also enhance the effi-
ciency and quality of tasks ranging from photo editing and
retouching to data augmentation for customization [32, 50],
and 3D reconstruction [57].

Despite the significance of consistent editing, achieving
it across diverse images remains a challenging task. Pre-
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vious editing methods [5, 25, 64] often operate on a per-
image basis, leading to variations that can disrupt the uni-
formity required in specific applications. Prior attempts to
address this issue have encountered limitations. Learning-
based methods [10, 61] that involve editing a single image
and propagating the changes to others lack proper regu-
larization and tend to produce inconsistent results. They
struggle to acquire high-quality paired training data and fail
to enforce the necessary constraints to maintain uniformity.
Alternatively, strategies without optimization [1, 6, 18] re-
lies on the implicit attention features to achieve appearance
transfer. Yet due to the instability of implicit representa-
tions, these approaches struggle to account for the intrinsic
variations between images, leading to edits that appear in-
consistent or distorted when applied indiscriminately.

Inspired by the property of diffusion models [19, 35, 48,
51] where intermediate features are spatially aligned with
the generated image space, we propose a novel, training-
free, and plug-and-play method that enhances consistent
image editing through explicit correspondence between im-
ages. Different from previous training-free methods [1, 6,
18] relying on implicit attention features, we propose to pre-
dict the explicit correspondence between the inputs with
a robust correspondence extractor before editing. Our ap-
proach then leverages the self-attention mechanism within
diffusion models to transfer features from a source image to
a target image effectively. Specifically, we enhance the self-
attention mechanism by warping the query features accord-
ing to the correspondence between the source and target im-
ages. This allows us to borrow relevant attention features
from the source image, ensuring that the edits remain coher-
ent across different instances. To achieve finer control over
the consistency of the edits, we further modify the classifier-
free guidance (CFG) [11] computation by incorporating the
pre-computed correspondence. This modification guides
the generation process, aligning it more closely with the de-
sired edits while maintaining high image quality. During
this design, we empirically observed that directly transfer-
ring the source noisy latent to the target image often results
in blurred and over-smoothed images. Inspired by the con-
cept of NULL-text Inversion [37], we discovered that fusing
features from unconditional embeddings enhances consis-
tency without compromising the image quality.

Moreover, our algorithm is specifically designed to han-
dle in-the-wild images - those captured under diverse and
uncontrolled real-world conditions. Benefiting from the
correspondence, this capability ensures that our method re-
mains robust against variations in lighting, backgrounds,
perspectives, and occlusions commonly found in natural
settings. By effectively processing the wild images, the ver-
satility of our method allows for additional numerous prac-
tical applications. For instance, in customized generation,
our method enables the generation of more consistent image

sets by editing, which is valuable for learning customized
models for novel concepts and creating personalized con-
tent. Additionally, we can apply new textures consistently
across different views of an object and acquire the corre-
sponding 3D reconstructions of the edits, benefiting from
the editing consistency.

In summary, we introduce explicit correspondence into
the denoising process of diffusion models in order to
achieve consistent image editing. We enhance the self-
attention mechanism and modify classifier-free guidance
to incorporate correspondence information, improving edit
consistency without degrading image quality. We also fur-
ther demonstrate that fusing features from unconditional
embeddings enhances consistency, inspired by Null-text In-
version techniques. The final method, due to its training-
free and plug-and-play nature, is able to function across
various models and diverse tasks, enabling both global and
local edits. We validate the effectiveness of the proposed
method through extensive experiments, showing superior
performance in both quantitative metrics and qualitative as-
sessments.

2. Related Works
Generative models for image editing. Recently, diffusion
models have shown unprecedented power in various gen-
erative tasks [2–4, 8, 11, 13–15, 20, 21, 28–32, 34, 40–
42, 48–51, 53, 56, 58, 59, 62]. To unleash its potential
in editing, PnP [54] proposes to borrow convolutional and
attention features from the input image during generation
to achieve manipulation. While MasaCtrl [6] and Cross-
Imgae-Attention [1] modify self-attention modules for edit-
ing, by combining the target queries and source keys and
values. Prompt2Prompt [17] focuses on the cross-attention
layers in text-to-image models and proposes manipulat-
ing the textual embedding. Serving as the foundation of
these editing methods, image inversion is also widely stud-
ied by researchers [16, 26, 36, 37, 51]. Different from
the aforementioned training-free editing methods, Instruct-
Pix2Pix [5], ControlNet [64, 66], T2I-Adapter [38], Com-
poser [23], and BrushNet [25] learn editing models condi-
tioned on the input images and instructions, which are based
on or fine-tuned from the pre-trained latent diffusion mod-
els for better quality and training stability. Another branch
of works [9, 10, 61] aims at exemplar-based editing, where
a pre-trained diffusion model is finetuned to function condi-
tioned on the exemplar image as well as the masked source
image. [39] achieves pose transfer among the image batch
by manipulating the StyleGAN latent codes following the
exemplar image. Unlike the works discussed above, we fo-
cus on the task of consistent editing for images in the wild,
and propose an explicit correspondence-guided solution.
Correspondence from neural networks. The concept of
correspondence is widely applicable and essential in var-
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ious real-world scenarios [65, 67], where understanding
relationships between data points is crucial. Neural net-
works have been broadly employed to find correspondences
for image, video, and 3D scenes through supervised learn-
ing [24, 24, 33, 45, 57]. DIFT [52] proposes to extract
semantic correspondence among in-the-wild images by di-
rectly matching the features from the pre-trained diffusion
models. SD-DINO [63] further ensembles features from
diffusion models and DINO [7] for correspondence match-
ing. Once correspondences are established, they can be uti-
lized in various applications. For instance, in object track-
ing, networks can maintain correspondences across video
frames to follow objects through occlusions and transfor-
mations [12, 27, 41, 44, 60]. Our work leverages these
principles by integrating correspondence into the diffusion
model framework, enabling precise and consistent multi-
image editing without additional training.

3. Method
In this work, we focus on the task of consistent image edit-
ing, where multiple images are manipulated altogether to
achieve consistent and unified looks. To achieve this, we
first extract explicit semantic correspondence among the
image pairs by existing visual understanding methods such
as [33, 52, 57, 63]. Then we seek help from the pre-trained
editing models [25, 64] built upon Stable Diffusion [48]
to achieve editing, and guide their denoising process with
these pre-computed explicit correspondence to ensure con-
sistency. In this section, we first review some preliminary
concepts of diffusion models, which is followed by a sub-
section discussing correspondence prediction and analysis.
Then we introduce the correspondence-guided denoising
process that includes two levels - the level of attention fea-
tures and the level of noisy latents in CFG. Note that these
designs on feature manipulations are only applied to a range
of denoising steps and layers, in order to preserve the strong
generative prior from the pre-trained models.

3.1. Preliminaries
Diffusion models are probabilistic generative models
trained through a process of progressively adding and then
removing noise. The forwarding process adds noise to the
images as follows:

xt =
√
αt · x0 +

√
1− αt · z, (1)

where z ∼ N (0, I) and αt indicates the noise sched-
ule. And a neural network ϵθ (xt, t) is trained to predict
the adding noise z during the denoising backward pro-
cess and finally achieves sampling from Gaussian noise
xT ∼ N (0, I). In the formulation of latent diffusion mod-
els (LDMs) [48], a pair of pre-trained variational encoder
E and decoder D serve perceptual compression and enable
denoising from the noisy latents z in this latent space.

Input

Corr Attention
Explicit Corr Implicit Attn

(a)

(b)

(c)

Figure 2. Visualization of the explicit correspondence and im-
plicit attention maps for the images in the wild. The implicit fea-
tures obtained from attention calculation are less accurate and un-
stable. Regions with the highest attention weights are outlined
with dashed circles.

Classifier-free guidance (CFG) [11] represents a ground-
breaking method designed to improve both the quality and
diversity of images generated by diffusion models, without
the need for additional classifiers. By incorporating a mix-
ing coefficient, CFG effectively combines the conditional
and unconditional predictions from the denoising model.
The unconditional prediction is typically derived by setting
the condition to a null or default value.
Reference networks for editing. Recent advances in edit-
ing techniques [25, 64] have introduced a novel approach
by implementing an auxiliary reference network over pre-
trained large diffusion models, while maintaining the fixed
architecture of the pre-trained backbone. This network-
topology-preserving design ensures a clear separation be-
tween control signals and the pre-trained generative prior,
enabling more precise and flexible editing capabilities.

3.2. Correspondence Prediction and Analysis
Correspondence prediction. To achieve consistent edit-
ing for images Ii and Ij , we first extract explicit correspon-
dence and study the comparison between it and the implicit
features. The correspondence from the input images are
acquired with a pre-trained correspondence extractor such
as [52, 57]:

Ci,j = ϕ(Ii, Ij), (2)

where ϕ and C indicate the extractor and correspondence.
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Figure 3. Framework of Edicho. To achieve consistent editing, we first predict the explicit correspondence with extractors for the input
images. The pre-computed correspondence is injected into the pre-trained diffusion models and guide the denoising in the two levels of (a)
attention features and (b) noisy latents in CFG.

Analysis. We further conduct comparisons between the
explicit correspondence and implicit features. Explicit ex-
tractors predict correspondence from the input images with
a single-pass forwarding and apply this prediction to all
the target network layers and denoising steps during edit-
ing in our design. While implicit extractors predict cor-
respondence by calculating the similarities between atten-
tion queries and keys for each of the layer and denoising
step, and subsequently apply it in this layer and step, as
in the previous training-free editing methods. Specifically,
We employed DIFT [52] for explicit prediction. As for the
implicit approach, we follow Cross-Image-Attention [1] to
compute the attention similarity by first querying the atten-
tion keys of the matching image with Qi · KT

j , where i
and j indicate the image indices. We then select a point
on the source image and compute the attention map based
on the aforementioned attention similarity. In Fig. 2, we
present the correspondence prediction results using explicit
and implicit methods. The regions with the highest attention
weights in Fig. 2 are outlined with dashed circles, which
suggests the implicit methods would query unreasonable
regions that would cause inconsistent textures, while the
correspondences obtained by explicit prediction are notably
more accurate than those obtained by implicit methods. As
a result, for the editing methods merely based on implicit at-
tentions [1, 6, 18], the inaccurate matching leads to borrow-
ing inaccurate features in performing cross-image attention,
which hinders the editing consistency. This further boost
our motivation of introducing more robust explicit corre-
spondence to guide the denoising process.
Efficiency optimization. To further optimize the efficiency
of obtaining explicit correspondence, we implement a strat-
egy to avoid redundant computations, particularly when the
same images or image groups are processed multiple times.
We achieve this by encoding each image group using an
MD5 [47] hash function, creating a unique identifier for

each. After storing the identifier (key) and correspondence
(value) in a minor database, the input image group would
first retrieve it before editing for acceleration.

3.3. Attention Manipulation with Correspondence

Recall that the intermediate feature xi in self-attention
blocks are firstly projected to queries Qi = fQ(xi), keys
Ki = fK(xi), and values Vi = fV (xi) with the learned
projection matrix fQ, fK , and fV . Then the attention fea-
tures F could be computed by autonomously computing
and assessing the relevance of these feature representations
following [55]. Inspired by the comparisons between ex-
plicit and implicit representations, we propose to guide self-
attention with explicit correspondence to achieve consistent
editing, which is termed as Corr-Attention. As in Fig. 3, for
an image pair (Ii, Ij) among the inputs, we borrow features
from the query matrix Qi to Qj to form a new query Qedit

based on the explicit correspondence:

Qedit = Warp(Qi, Qj , Ci,j), (3)

Where the Warp function indicates the process of borrow-
ing features by warping corresponding tokens to the source
based on the corresponding location denoted by correspon-
dence. Considering (1) tokens of Qedit are borrowed from
Qi and (2) to further improve consistency, we querying
Ki, Vi instead of Kj , Vj during the editing of Ij :

Fj = softmax
(
Qedit ·KT

i√
dk

)
· Vi, (4)

where dk indicates the dimension of Q and K, and Fj rep-
resents the attention outputs of Ij . By transferring attention
features from the source, we effectively achieve editing con-
sistency during the denoising process.
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Text Prompt: A dog wearing a collar

Text Prompt: A cool sport shoe

Text Prompt: A girl wearing a ball mask

Paint-by-ExampleAnydoorAdobe FireflyOursInput

Text Prompt: A dancing girl wearing Cheongsam

Figure 4. Qualitative comparisons on local editing with Adobe Firefly (AF) [46], Anydoor (AD) [10], and Paint-by-Example (PBE) [61].
The inpainted areas of the inputs are highlighted in red.

Text Prompt: A future oriented robot

Cross-Image-AttentionStyleAlignedMasaCtrlOursInput

Text Prompt: The cat princess wearing a dress

Text Prompt: A car from the future world

Text Prompt: A beautiful elf in the western magical world

Figure 5. Qualitative comparisons on global editing with MasaCtrl (MC) [6], StyleAligned (SA) [18], and Cross-Image-Attention (CIA) [1].
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3.4. Classifer-free Guidance with Correspondence

In order to retain a finer consistency over the edited images,
we take a further step from the attention feature control
and focus on the noisy latents in Classifier-free Guidance
(CFG). Specifically, we extend the traditional CFG frame-
work to facilitate synchronized editing of multiple images
by leveraging explicit correspondences and propose Corr-
CFG. NULL-text Inversion [37] demonstrates that optimiz-
ing unconditional word embeddings can achieve precise im-
age inversion and semantic editing. Inspired by this ap-
proach, our primary objective is to preserve the integrity of
the pre-trained model’s powerful generative priors during
the consistent editing process. To achieve this, we propose
manipulating only the unconditional branch of zj within
the Classifier-Free Guidance (CFG) framework under the
guidance of correspondence, as in the right panel of Fig. 3.
Recall that in CFG, the denoising process is split into two
branches: conditional and unconditional, and the noise is
estimated using a neural network ϵθ:

zct−1 = zct − ϵθ (zt, c) , (5)
zut−1 = zut − ϵθ (zt,∅) , (6)

where c represents the condition (text prompt) and ∅ in-
dicates the null text. Specifically, we modify the uncon-
ditional noise prediction of zj and incorporate information
from noise prediction of zi into it during the denoising pro-
cess, which ensures coherent edits:

ϵuθ (zj) = T (ϵθ (zi,∅) , ϵθ (zj ,∅) , Ci,j) , (7)

where T represents a fusing function that aligns the uncon-
ditional noises and t indicates the time-step:

T (p,q, C) = (1− λ) · q+ λ · Inj(p,q, C, γ). (8)

λ and γ ∈ (0, 1] here are adjustable parameters. The func-
tion Inj indicates a process for choosing the source latents
from p and injecting them into the corresponding locations
of target latents q, based on the correspondence C. The
factor γ here is introduced to modulate the proportion of
injected target latents, serving as a balancing mechanism
between preserving the generative prior and maintaining
editing consistency throughout the process. At last, we ap-
ply the guidance and fuse the conditional and unconditional
predictions as in the prior paradigm [11]:

ϵguided
θ (zt, c) = ϵuθ (zt) + s · (ϵθ (zt, c)− ϵuθ (zt)) , (9)

where s indicates the guidance scale. The final latents gen-
erated as such are at last sent to the VAE decoder [48] to be
decoded into images.

4. Experiment

4.1. Experimental Setup
Settings. We use Stable Diffusion [48] as the base model
and adopt BrushNet [25] and ControlNet [64] as the refer-
ence networks for editing. We adopt the DDIM [51] sched-
uler and perform denoising for 50 steps. By default, the
proposed correspondence-guided denosing strategy is ap-
plied from 4th to 40th steps and from the eighth attention
layer to ensure consistency as well as preserve the strong
generative prior. Note the optimal choice of these may vary
when different base models are utilized. The testing sam-
ples are partially acquired from the internet, while others of
them are from the dataset of DreamBooth [50] and Custom
Diffusion [32].
Evaluation metrics. We follow Custom Diffusion [32] and
adopt the prevalent multi-modal model CLIP [43] to eval-
uate various methods in terms of text alignment (TA) and
editing consistency (EC). Specifically, on the one hand, fea-
ture similarity of the target prompt and model output are
computed to judge the textual alignment. On the other hand,
feature similarity of the edited images are adopted to eval-
uate the editing consistency. User studies (US) are also in-
corporated to further evaluate the practical applicability and
user satisfaction.
Baselines. We include both local and global editing tasks,
as well as numerous previous image editing methods for
comprehensive comparisons. Specifically, for the task of
local editing, we include prior works of Adobe Firefly [46],
Anydoor [10], and Paint-by-Example [61] for comparison.
Among these aforementioned methods, Firefly is a state-
of-the-art commercial inpainting tool developed by Adobe,
which could repaint local regions of the input image follow-
ing the given textual prompts. In order to achieve the task
of consistent editing, the images among the set would be
inpainted with the same detailed prompts. Both of Anydoor
and Paint-by-example are Latent Diffusion Models (LDMs)
supporting repaint target region with the given reference im-
age. Thus we sent an inpainted image to these models as
the reference, expecting consistent editing results. While
for global editing, we compare our approach with MasaC-
trl [6], StyleAlign [18], and Cross-Image-Attention [1]. The
aforementioned methods achieve editing by manipulating
and fusing attention features from various sources. Differ-
ent from our method, they rely on implicit attention weights
to ensure consistency among the editing outputs.

4.2. Evaluation
Qualitative results. We present a qualitative evaluation
of the consistency editing methods, focusing on both local
editing (image inpainting) and global editing (image trans-
lation). The comparisons for local editing in Fig. 4 include
results from our method, Adobe Firefly (AF), Anydoor
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Table 1. Quantitative results respectively on local and global edit-
ing. We follow Custom Diffusion [32] to evaluate various methods
on text alignment (TA) and editing consistency (EC).

Method TA ↑ EC ↑

AF [46] 0.3082 0.8569
AD [10] 0.2981 0.8320
PBE [61] 0.2969 0.8683

Ours 0.3176 0.8931

Method TA ↑ EC ↑

MC [6] 0.3140 0.9258
SA [18] 0.3021 0.9099
CIA [1] 0.2914 0.8912

Ours 0.3228 0.9355

Input w/o Corr-AttentionOursEdit #1

Input w/o Corr-CFGOursEdit #1

(a)

(b)

Figure 6. Ablation studies on the (a) correspondence-guided At-
tention Manipulation (Corr-Attention) and (b) correspondence-
guided CFG (Corr-CFG).

(AD), and Paint-by-Example (PBE). The results demon-
strate that our approach consistently maintains the integrity
of the input images across different modifications including
the cloth textures, mask and collar appearance, and even the
eyelet amount of shoes thanks to the introduction of explicit
correspondence. The baselines of global editing mainly
include the ones predicting merely by implicit attentions
- MasaCtrl (MC), StyleAligned (SA), and Cross-Image-
Attention (CIA). As in Fig. 5, our method also achieves su-
perior consistency and thematic adherence among the edits
such as the dress of the cat. While the implicit alternatives
such as MasaCtrl fails in the car roof, the high neckline of
the elf, and the hole number of the robot.
Quantitative results. We conducted a comprehensive
quantitative evaluation of our proposed method against sev-
eral state-of-the-art image editing techniques, focusing on
metrics of text alignment (TA) and editing consistency (EC)
mentioned in Sec. 4.1. As in Tab. 1, for local editing,
our method attained the best scores in both TA and EC
for local editing tasks, demonstrating a significant improve-
ment over the competing methods. For global editing tasks,
our method continued to outperform the other counterparts,
reaching a TA score of 0.3228 and EC score of 0.9355.
Overall, these results along with the user studies in Sup-
plementary Material clearly demonstrate the effectiveness
of our method in achieving high text alignment and editing

A [V] dog in a girl’s arms A person wearing [V] shoes

A [V] shoe at the exhibition

[V] shoes under the spotlight

A [V] dog lying on the bed

A [V] dog on the beach
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Figure 7. With outputs from our consistent editing method (up-
per) and the customization [50] techniques, customized generation
(lower) could be achieved by injecting the edited concepts into the
generative model.

consistency across both local and global editing scenarios.

4.3. Ablation Studies
In order to validate the effectiveness of the pro-
posed correspondence-guided attention manipulation (Corr-
Attention) and correspondence-guided CFG (Corr-CFG)
introduced in Secs. 3.3 and 3.4, we conduct ablation
studies by respectively disabling each of them and test-
ing on the task of consistent editing. When the pro-
posed correspondence-guided attention manipulation (Corr-
Attention) is disabled, the diffusion model relies on im-
plicit attention to maintain consistency just like previous
methods [1, 6, 18]. As demonstrated in Fig. 6a, the gen-
erative model then would yield flowers of wrong amounts
and at improper locations. The number of flowers and
inconsistent textures speak for the effectiveness of intro-
ducing explicit correspondence to attention manipulation.
Recall that correspondence-guided CFG (Corr-CFG) is de-
signed for finer consistency control functioning in the la-
tent space of LDMs, which is validated in Fig. 6b where
Corr-CFG achieves in generating more consistent textures
for the flower on the bowl and stripes at the bottom of the
bowl. Additional ablation studies on the attention manipu-
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3D Reconstruction Matching of Edits Matching of Edits 3D Reconstruction

Input Input

Figure 8. We adopt the neural regressor Dust3R [57] for 3D reconstruction based on the edits by matching the 2D points in a 3D space.

lation and CFG could be found in Supplementary Material.

4.4. Additional Applications
Customization based on the consistent edits. To further
demonstrate the practical utility of the proposed method,
we present an application example that integrates Dream-
Booth [50] and Low-Rank Adaptation (LoRA) [22] tech-
niques for customized image generation based on the mul-
tiple edited images. Leveraging the edited outputs from our
method, we employ DreamBooth to fine-tune the diffusion-
based generative model for 500 steps for concept injec-
tion. We also integrate LoRA techniques into the learning
to further enhance the efficiency of this process by intro-
ducing low-rank matrices as adaptation parameters. As in
Fig. 7, the fine-tuned generative model could yield desir-
able images corresponding to the edits after concept injec-
tion. This demonstrated synergy between consistent editing
and parameter-efficient customization opens new possibili-
ties for content creation.
3D reconstruction based on the consistent edits. Further-
more, consistent editing could also benefit 3D reconstruc-
tion of the edits. We achieve 3D reconstruction with a neu-
ral regressor [57] which could predict accurate 3D scene
representations from the consistent image pairs. Taking the
edited images as inputs, the learned neural regressor could
predict the 3D point-based models and 2D matchings with-
out additional inputs such as camera parameters. The recon-
struction and matching results are presented in Fig. 8, both
of which also suggest the editing consistency of the pro-
posed method. The regressor respectively obtained 11,515
and 13,800 pairs of matching points for the two groups of
edits, and a portion is visualized for clear understanding.
Notably, recovering accurate 2D matches and 3D topol-
ogy directly from edited images suggests that our approach
maintains photometric and geometric consistency.
Additional results. With the proposed correspondence-
guided attention and CFG manipulations, additional diverse
results of multi-image editing by the proposed method are
provided in Fig. 9, showcasing the editing consistency and
the diversity of the method’s generation.

Q2- Group Editing

Edited

Input Edited

Figure 9. Diverse results of consistent editing for multiple images.

5. Conclusion

We introduce Edicho, a novel training-free method for
consistent image editing across various images by lever-
aging explicit correspondence. Our approach optimizes
the self-attention mechanism and the classifier-free guid-
ance computation by integrating correspondence informa-
tion into the denoising process to ensure consistency. The
plug-and-play nature of our method allows for seamless in-
tegration into various models and its applicability across a
wide range of tasks. Experimental results demonstrate that
our method outperforms existing approaches both quantita-
tively and qualitatively, showcasing its effectiveness in han-
dling diverse and in-the-wild images. For limitations, some-
times the generated textures would be inconsistent due to
the correspondence misalignment, which could be expected
to be improved with better correspondence extractors. And
inheriting from the pre-trained editing models, sometimes
distorted textures would be generated.
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