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Abstract

Image tokenizers map images to sequences of discrete
tokens, and are a crucial component of autoregressive
transformer-based image generation. The tokens are typ-
ically associated with spatial locations in the input image,
arranged in raster scan order, which is not ideal for autore-
gressive modeling. In this paper, we propose to tokenize the
image spectrum instead, obtained from a discrete wavelet
transform (DWT), such that the sequence of tokens repre-
sents the image in a coarse-to-fine fashion. Our tokenizer
brings several advantages: 1) it leverages that natural im-
ages are more compressible at high frequencies, 2) it can
take and reconstruct images of different resolutions with-
out retraining, 3) it improves the conditioning for next-token
prediction – instead of conditioning on a partial line-by-line
reconstruction of the image, it takes a coarse reconstruction
of the full image, 4) it enables partial decoding where the
first few generated tokens can reconstruct a coarse version
of the image, 5) it enables autoregressive models to be used
for image upsampling. We evaluate the tokenizer recon-
struction metrics as well as multiscale image generation,
text-guided image upsampling and editing.

1. Introduction

In natural language processing, tokenization associates sets
of characters to entries in a vocabulary, which is straight-
forward since language is discrete. The sequence of tokens
is suitably modeled as a categorical distribution with au-
toregressive (AR) transformers, which is the foundation of
modern large language models (LLMs) [33, 46, 47].

While natural images are represented by discrete pixel
values, they exhibit high dimensionality, redundancies, and
noise so it’s impractical to associate one token per pixel.
This motivated a long line of research of learnable image
tokenizers [15, 37, 37, 51, 57]. While there are success-
ful autoregressive image generation models [15, 57, 58],

images are not sequential like language, which motivated
developing alternatives such as denoising diffusion mod-
els [11, 38, 43] and masked transformers [3, 4, 60]. Never-
theless, most of these alternatives also operate on the latent
space of tokenizers like VQGAN [15] instead of raw pixels.

In this work, we revisit AR transformer-based image
generation. Our main contribution is a tokenizer operat-
ing on the image spectrum, specifically on DWT coeffi-
cients, where the coarse-to-fine representation lends itself
more naturally to a sequential interpretation. Our Spectral
Image Tokenizer (SIT) has several useful properties and en-
ables different applications:
P.1 Since the power spectrum of natural images decreases

with frequency, high frequencies can be more heav-
ily compressed with little effect in visual quality. SIT
leverages this by associating tokens to larger patches at
higher wavelet scales than at lower scales (see Fig. 2).

P.2 SIT is transformer-based [52]; by using an attention
mask where each scale depends on itself and lower
scales (“Scale-Causal attention”), SIT can be trained at
a single resolution and used to tokenize images of mul-
tiple resolutions (any number of scales up to the trained
maximum), and detokenize partial token sequences (up
to some scale), reconstructing a coarse image.

P.3 Using SIT, we train an autoregressive generative trans-
former (AR-SIT) that models images coarse-to-fine.
The next-token prediction is then conditioned on a
coarse reconstruction of the image given by the partial
token sequence, instead of the usual conditioning on the
partial reconstruction of the previous rows of the image.

P.4 AR-SIT can quickly generate only the first few tokens
and reconstruct a coarse version of the image, enabling
applications like quickly showing multiple coarse gen-
erations and letting the user select which ones to refine.

P.5 AR-SIT can be used for text-based upsampling of an in-
put low resolution image, by starting the decoding pro-
cess with the few tokens output by SIT, and generating
the rest of the sequence up to a desired resolution.

P.6 AR-SIT can be used for text-guided image editing, by
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Figure 1. Left: we introduce a Spectral Image Tokenizer (SIT), that learns to encode and decode discrete wavelet transform (DWT)
coefficients to and from a small set of discrete tokens, such that the sequence represents the image in a coarse-fine fashion. SIT is naturally
multiscale and enables coarse-to-fine autoregressive image generation with our AR-SIT model. SIT also leverages the sparsity of high
frequency coefficients in natural images. Right: details of the encoder/decoder transformer layers. The main architectural difference with
respect to previous tokenizers is that the distributions of DWT approximation and details coefficients are distinct, hence we use specialized
parameters for each in the quantizer codebooks and inner transformer layers. We also introduce a scale-causal attention where each token
attends to its own scale and lower scales, which enables encoding, decoding, generating, and upsampling images at different resolutions.

encoding a given image up to a coarse scale, and gen-
erating the finer details conditioned on a new caption.

Currently, image generation is dominated by diffusion
models such as Imagen 3 [23], DALL-E-3 [1] and Stable
Diffusion 3 [16]. On the other hand, LLMs such as Gem-
ini [46], GPT-4 [33], and Llama 3 [47] are based on au-
toregressive transformers. We believe autoregressive image
generation is still worth pursuing because it might benefit
from advances in LLMs, and multimodal applications might
benefit of having a single architecture for all modalities.
Recent work on image and video generation support this
point [45, 48, 59]. Dieleman [12] recently interpreted de-
noising diffusion models as spectral autoregression, since,
when looking at image spectra, the denoising procedure
uncovers frequencies from low to high. In contrast, our
method does literal spectral autoregression.

2. Related work

Image tokenization Several methods have been devel-
oped to map images to a small set of discrete tokens suit-
able for generative modeling. VQ-VAE [51] introduced
vector-quantization in the latent space of a Variational Auto-
Encoder to map images, audio and video to a set of dis-
crete values. VQGAN [15] improved upon VQVAE by us-
ing perceptual and adversarial losses. We build on ViT-
VQGAN [57], which improved upon VQGAN by using a
Vision Transformer (ViT) [13] instead of convolutions, as
well as codebook factorization and feature normalization.

In this paper, we are interested in multiscale image rep-
resentations. VQ-VAE-2 [37] introduced multiscale latents

by keeping and quantizing intermediate downsampled con-
volutional features. RQ-VAE [26] quantized a set of resid-
uals such that the latent vector is represented in a coarse-to-
fine fashion and reconstructed by adding the code embed-
dings for each residual. Similarly, VAR [48] and STAR [28]
split the latent space in multi-scale quantized residuals,
so that it can be reconstructed by upsampling and sum-
ming. FAR [56] splits the latents into frequencies to train
a next-frequency generative model. DQ-VAE [22] encoded
smooth regions with fewer tokens that are generated first,
while QG-VAE [14] and SEMANTICIST [53] learn non-
local tokens that are ordered by importance.

The crucial difference between our approach and the
aforementioned is that we operate on spectral coefficients
of the input and not on latent features. This allows our to-
kenizer to be truly multiscale; it can take inputs at different
scales and reconstruct up to some scale, and leverage that
higher frequencies are more compressible in natural images.

Tangentially related to our work, Wave-ViT [55] mod-
ified the ViT self-attention by applying a DWT to the in-
put and concatenating coefficients, effectively exchanging
space for depth to reduce the sequence length. Zhu and
Soricut [62] modified the ViT patchifier in a similar way,
and introduced patch embeddings that leverage the sparsity
of high frequency coefficients. Both methods are for dis-
criminative tasks such as image classification and segmen-
tation, while we focus on generation.

Autoregressive image generation Early approaches Pix-
elRNN and PixelCNN [49, 50] generate images pixel by
pixel by modeling the conditional distribution of the pixel
given the previous pixels with recurrent layers of causal
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convolutions. PixelSNAIL [5] improved on this model by
introducing self-attention layer to better model long-range
dependencies. VQ-VAE [51] introduced a two-stage ap-
proach with a tokenizer and a separate stage to model the
distribution of tokens. VQGAN [15] greatly improved these
results by both improving the tokenizer and using a trans-
former to model the distribution. Finally, ViT-VQGAN [57]
proposed a transformer-based tokenizer, which Parti [58]
used with a large autoregressive transformer capable of
high-quality text-to-image generation.

MaskGIT [3] and Muse [4] highlighted the disadvan-
tages of the typical autoregressive models raster-order con-
ditioning, and proposed to generate all tokens in parallel it-
eratively, where each iteration keeps the highest confidence
tokens. We address the same problem with a tokenizer
whose sequence represents the image in a coarse-to-fine or-
der instead of raster-order.
Multiscale image generation Multiscale image gener-
ation ideas have appeared in the context of VAEs [2],
GANs [24, 39], and diffusion models [18, 25, 40], but have
not been sufficiently explored with AR transformers.

Nash et al. [32] represented an image as a sequence
of quantized and thresholded DCT coefficients, where the
compression comes from the fact that many coefficients are
zero and are omitted. By sorting the sequence by frequency,
the method can model images from coarse-to-fine like we
do. However, the compressed representation is handcrafted
and results in long sequences. In a similar vein, Mattar et al.
[30] handcrafted a tokenizer based on DWT coefficients, in-
troducing tokens to represent large chunks of zeros. It also
results in long sequences and is only applied to generations
of small grayscale images. In contrast with these methods,
instead of handcrafting a compressed input representation,
our tokenizer learns to encode to, and decode from, a short
compressed coarse-to-fine sequence.

3. Background
A discrete wavelet transform (DWT) is based on successive
convolutions of the signal f with a pair of lowpass g and
highpass h filters with the first step as follows

flow1
[n] = f ⋆ g =

∑
k

f [k]g[n− k], (1)

fhigh1 [n] = f ⋆ h =
∑
k

f [k]h[n− k]. (2)

The high and low outputs are subsampled by a factor of
two, and the operation is repeated for the low channel,
such that at level L we compute flowL

= flowL−1
⋆ g and

fhighL = flowL−1
⋆h, subsample again and drop flowL−1

. The
output at level L comprises the approximation coefficients
flowL

and the detail coefficients {fhighk} for 1 ≤ k ≤ L.
This output has the same cardinality as the input and the

Figure 2. Input patchification. Left: typical patchification for Vi-
sion Transformers (ViT) [13], where the image is split in equal-
sized patches. Right: we propose to patchify the coefficients of a
discrete wavelet transform (DWT) instead. Each scale is shown in
a different color. Scales other than the lowest contain three blocks
representing horizontal, vertical and diagonal details; we concate-
nate the spatially correspondent patches of each block such that
each scale is represented by the same sequence length. This re-
sults in larger patch sizes for higher scales, which are more com-
pressible. The figure shows 3 scales and 16 tokens per scale; in
our experiments we use 4 or 5 scales and 256 tokens per scale.

transformation is invertible, where the forward transform is
typically called “analysis” and the backward “synthesis”.
The simplest wavelet family is the Haar, where g = [1, 1]⊤

and h = [1,−1]⊤ (optionally scaled to unit norm).
For image analysis we use a 2D DWT, which is obtained

by simply convolving the rows and columns with g and h.
The approximation coefficients flow1 = f ⋆ (gg⊤), and the
details are divided into horizontal fH1

= f ⋆ (gh⊤), vertical
fV1

= f ⋆ (hg⊤) and diagonal fD1
= f ⋆ (hh⊤) details.

Subsequent levels apply the same operations to the approx-
imation coefficients. Fig. 2 shows a two-level transform,
where we can see that the approximation coefficients corre-
spond to a coarse version of the image.

We refer to the textbooks by Mallat [29] and Daubechies
[9] for more information about wavelets.

4. Method
Our main contribution, SIT, is an image tokenizer that takes
discrete wavelet transform (DWT) coefficients. The model
follows ViT-VQGAN [57], with important changes that we
describe in this section and visualize in Fig. 1. For im-
age generation, we introduce AR-SIT which is based on
Parti [58] with minor changes, using SIT as the tokenizer.

4.1. Tokenizer
Patchification and featurization The first step is to map
the input to a sequence of patches. We apply the Haar
DWT on the input image and patchify each scale separately.
While Haar is the simplest wavelet and lacks properties
found in other wavelets useful for compression, we found
no benefits of using other wavelet families such as CDF [8].
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Our design choice is to use the same number of patches
for each scale. In a DWT, the higher scales correspond to
high frequency details which are represented by more co-
efficients than the lower scales, but contribute less to the
spatial pixel values. In other words, in natural images, most
of the power spectrum is concentrated on lower frequencies.
By representing each scale with the same number of tokens,
we are compressing more the higher frequencies (since they
are represented by more coefficients), similarly to what is
done in image compression methods such as JPEG2000 [7].

The approximation (or lowpass) DWT coefficients cor-
respond to a coarse version of the input image, which we
consider the first scale. The following scales are divided in
three blocks corresponding to horizontal, vertical, and di-
agonal details, where each coefficient relates to a specific
spatial location. Thus, we can concatenate the three blocks
such that each entry corresponds to the same spatial loca-
tion. For example, the first scale will typically be split in
patches that are 32 × 32 × 3, with channels corresponding
to RGB, the second scale will be 32 × 32 × 9, where the
channels correspond to the RGB of horizontal, vertical, and
diagonal details, the third will be 64 × 64 × 9 and so on.
Fig. 2 shows an example of our patchification scheme.

Since patches have different resolutions (higher scales
will have larger patches), the usual ViT linear embedding to
map patches to features cannot be shared across all patches
so we have different parameters per scale. Formally, given
an image f , our patchifiers compute

flowL
, {fHi

}i≤L, {fVi
}i≤L, {fDi

}i≤L = DWT(f), (3)
c1 = P0(flowL

), (4)
cs = Ps(fHL−s+2

, fVL−s+2
, fDL−s+2

), 1 < s ≤ L, (5)

where cs = {cns }1≤n≤N is the sequence of token embed-
dings at scale s, and cns ∈ RC is the embedding of the n-th
token at the s-th scale, while L is the number of DWT lev-
els, S = L + 1 is the number of scales and N the number
of tokens per scale. For brevity, when there is no ambiguity,
we may omit the set indexing and use {cs} to denote the set
of tokens of all scales, for example.

The final projection after the decoder needs to map the
features back to different sized patches, so it also has differ-
ent parameters per scale. Those patches still represent DWT
coefficients so an inverse DWT (IDWT) is finally applied to
obtain an image output.
Flexible sequence length The tokenizer encoder and de-
coder transformers operate on the sequence of patch fea-
tures of length SN . The sequence length is a major factor in
resource utilization so we want to keep it constrained. Our
method is flexible since we can choose the number of scales
and the patch size per scale, while most ViT-based models
such as ViT-VQGAN [57] are more restricted. They use
the same patch size for the whole image; thus, keeping the

same patch size and doubling each image dimension would
increase the sequence length by a factor of 4, where our
method is capable of including additional scales which only
increases the sequence length by multiples of N .

For example, for a 256 × 256 input, ViT-VQGAN uses
8 × 8 patches to obtain a sequence of 1024 elements. Our
SIT can use 4 scales and 256 tokens per scale for the same
sequence length. When increasing the resolution to 512 ×
512, the baseline can either increase the patch size to 16 ×
16, resulting in the same sequence length, or keep it 8 × 8,
resulting in a 4× longer sequence. SIT, for example, can
vary the number of scales from 4 to 6, resulting in sequence
lengths of 1024, 1280, 1536 which are more manageable.

Transformers After featurization, the single sequence
containing all scales passes through a transformer encoder,
followed by quantization and a transformer decoder. We
propose two optional modifications to the transformers,
which are otherwise identical to the ones used in ViT [13].

First, we propose a scale-causal attention mask, where
an element at some scale attends to all elements of its own
scale and lower scales, represented by a block-triangular
mask pattern. With dense attention, we write the applica-
tion of the encoding transformer Tenc as {zs} = Tenc({cs}),
and for scale-causal we write zs = Tenc({ck}1≤k≤s) for
each s. The scale-causal attention can be applied indepen-
dently to the encoder and decoder, enabling different ap-
plications. For the multiscale reconstruction experiments
in Sec. 5.1, we need to both encode and decode multiple
resolutions, so both encoder and decoder use scale-causal
masks. For coarse-to-fine image generation in Sec. 5.2,
only the decoder needs to be scale-causal in order to de-
code the partially generated sequence. For the text-guided
image upsampling in Sec. 5.3, only the encoder needs to be
scale-causal to encode the lower resolution inputs. For the
image editing experiments in Sec. 5.4, the scale-causal en-
coder prevents information leaking from high to low scale.

Second, we propose to use different transformer param-
eters for the approximation (first scale) and details coeffi-
cients (other scales). In our model, the subsequences cor-
responding to coefficients of each type of coefficient come
from quite distinct distributions, so it makes sense to treat
them differently. This contrasts with the spatial represen-
tation of images where each patch can be considered as
coming from the same distribution. Thus, the parameters
of the key, query, and value embeddings, the layer norms,
and the MLP on each transformer layer are not shared
between the approximation and details coefficients. This
Approximation-Details Transformer (ADTransformer) still
takes a single sequence composed of all coefficients. We ex-
perimented with different transformers per sequence with
cross-attention for information sharing, but it performed
worse. This change leads to more memory utilization to
store the extra parameters, but the training/inference speed
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LPIPS ↓ PSNR ↑ L1 ↓ FID ↓ IS ↑ images/s ↑

Resolution: 512 × 512

ViT-VQGAN 0.320 22.4 0.042 6.92 151.5 593

SIT-5 (Ours) 0.260 22.0 0.046 2.65 192.0 410

SIT-6 (Ours) 0.239 23.1 0.040 1.74 203.7 320

Resolution: 256 × 256

ViT-VQGAN (reported) - 24.8 0.032 1.99 184.4 -
ViT-VQGAN (reproduced) 0.167 25.0 0.031 2.33 184.0 -
ViT-VQGAN (no LL) 0.163 23.8 0.038 1.20 194.6 626

SIT-4 (Ours) 0.144 24.0 0.037 1.20 199.5 596

SIT-5 (Ours) 0.135 24.5 0.035 0.97 202.3 411

SIT-SC-5 (Ours) 0.161 24.1 0.037 1.33 193.7 411

Resolution: 128 × 128

ViT-VQGAN 0.185 26.3 0.030 3.77 117.3 626

SIT-SC-5 (ours) 0.159 27.1 0.027 2.13 129.3 582

Resolution: 64 × 64

ViT-VQGAN 0.129 28.8 0.023 3.53 21.0 627

SIT-SC-5 (ours) 0.111 31.3 0.017 1.39 30.1 847

Resolution: 32 × 32

ViT-VQGAN 0.214 23.3 0.045 - 3.7 627

SIT-SC-5 (ours) 0.029 36.8 0.010 0.31 3.5 825

Resolution: 16 × 16

ViT-VQGAN 0.127 24.9 0.039 - 1.7 627

SIT-SC-5 (ours) 0.013 41.3 0.006 0.09 1.8 2620

Table 1. Multiscale reconstruction on ImageNet. “SC” denotes
scale-causal attention, which slightly reduces performance at the
highest resolution but enables multiscale reconstruction without
downsampling/upsampling or retraining. The ViT-VQGAN values
from Yu et al. [57] used a logit-laplace loss (LL) which was later
considered harmful [58], so we retrain without it. Our SIT im-
proves reconstruction metrics, is significantly faster at lower reso-
lutions, and robust when increasing resolution. The ViT-VQGAN
baseline suffered from instability during training on 512× 512 in-
puts so we selected the best values before divergence. We report
test time throughput of an encoding/decoding cycle for the max
batch size that fits on a TPU v5e.

is similar because the number of operations is unchanged.

Quantizer The encoder outputs a sequence of features
that are quantized to a fixed-sized codebook, similarly to
ViT-VQGAN [57], VQVAE [51], and VQGAN [15]. We
modify the quantizer such that approximation and details
have different codebooks for the same reasons discussed
previously. Thus, codebook sizes and feature dimensions
are the same as the ViT-VQGAN baseline, but we have
different features for the same code at different positions.
Formally, we apply qns = Qapprox(z

n
s ) for s = 1 and

qns = Qdetails(z
n
s ) for s ≥ 2 for each pair (s, n), where

qns is chosen from the codebook for s and can be associated
with its discrete position in the codebook, denoted ⌊qns ⌋.
Training We follow the ViT-VQGAN training protocol
and use the same weighting for the L2, perceptual, adver-
sarial, and quantization losses. We remove the logit-laplace
loss that was shown detrimental in follow-up work [58].

All losses are applied to the spatial domain images re-
constructed by the inverse discrete wavelet transform on the
decoder output: f̂ = IDWT(Tdec({qs})). We noticed insta-

FID ↓ IS ↑ images/s ↑ images/Gb ↑

Resolution: 256 × 256

Parti350M (reported) 14.1 - - -
Parti350M 12.4 36.5 7.8 12.0

AR-SIT-SCD-4 (Ours) 12.6 37.3 6.5 8.0

Resolution: 128 × 128

Parti350M 11.2 33.5 7.6 12.0

AR-SIT-SCD-4 (Ours) 11.4 33.2 12.6 12.0

Resolution: 64 × 64

Parti350M 10.5 16.9 7.6 12.0

AR-SIT-SCD-4 (Ours) 11.4 18.6 24.5 16.0

Resolution: 32 × 32

Parti350M 5.8 2.9 7.7 7.7

AR-SIT-SCD-4 (Ours) 7.6 3.2 74.7 28.0

Table 2. Coarse-to-fine image generation on MS-COCO [27].
With SIT, the autoregressive generation is stopped early for a
coarse version of the image. The Parti350M baseline does not
have this property, so we generate at full resolution and downsam-
ple for comparison. AR-SIT matches the baseline performance at
the training resolution but is several times faster and more mem-
ory efficient at lower resolutions, even when trained only on higher
resolution data. We report throughput and memory utilization dur-
ing generation given the max batch size that fits on a TPU v6e.

bility during training due to the adversarial loss, which was
fixed by applying spectral normalization following Miyato
et al. [31], which simply divides the discriminator weight
matrices by their largest singular value.

4.2. Autoregressive image generation
We use our tokenizer for autoregressive image generation,
by training a second stage transformer model similar to
Parti [58], with some modifications. Formally, the au-
toregressive transformer T models categorical distributions
over the discrete codes

P (⌊qns ⌋ | {⌊qi⌋}1≤i<s ∪ {⌊qis⌋}1≤i<n) = T (c) (6)

which can be sampled one code at a time for genera-
tion. T can be conditioned on a textual description pro-
cessed by a transformer encoder for text-to-image genera-
tion. For training, we model the distribution of input codes
as P ({⌊qs⌋}) =

∏1≤n≤N
1≤s≤S P (⌊qns ⌋) and minimize the neg-

ative log-likelihood − logP ({⌊qs⌋}) over the training set.
With different codebooks for approximation and details,

the same token id might have a different meaning depending
on its position. Thus, the AR model has different token
embeddings for approximation and details tokens. The last
layer for logit prediction is also different.

For the generative applications in Secs. 5.2 and 5.3, we
introduce mild changes in order to interrupt the generation
after all tokens up to a certain scale are generated, and to
start the generation with given tokens up to a certain scale.
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Figure 3. Coarse-to-fine text-to-image on MS-COCO [27] prompts. Each quadruple shows generations from AR-SIT-SCD for the given
prompt, with only the first 25%, 50%, 75% and 100% of tokens generated, corresponding to resolutions of 32× 32 to 256× 256. Training
uses only 256× 256 images. Our model enables quick generation of coarse image candidates that can be further improved if needed.

5. Experiments

We focus our experiments on demonstrating the properties
and applications enumerated in P.1-P.6 (Sec. 1). Our ideas
build on ViT-based tokenizers, so the most fair compar-
isons are against ViT tokenizers and AR generative models;
namely ViT-VQGAN [57] and Parti [58]. In these com-
parisons we are able to match the architectures and train-
ing protocol exactly. Nevertheless we also compare with a
broader set of methods in Sec. 5.5.

5.1. Multiscale reconstruction

We train our tokenizer on ImageNet [10] and evaluate its re-
construction performance. We follow the ViT-VQGAN [57]
“Small” architecture and training protocol.

The model “SIT-5” is the Spectral Image Tokenizer with
5 scales from 16× 16 to 128× 128 resolutions, where each
scale is represented by 256 tokens. The variation “SIT-SC”
uses scale-causal attention on both the encoder and decoder,
which enables handling inputs and outputs of different res-
olutions, even though it is only trained at 256×256. For ex-
ample, when the input image is 64× 64, only the first three
scales are used, resulting in shorter sequence lengths which
reduces memory utilization and processing time. Both mod-
els employ the ADTransformer described in Sec. 4.1.

The ViT-VQGAN baseline only works for 256× 256 in-
puts, so to evaluate against it fairly, we upsampled the low-
resolution inputs to that resolution. This brings the input
patches away from the training distribution, which might
explain the drop in reconstruction quality.

We also evaluate at 512 × 512. The ViT-VQGAN base-
line increases its patch size from 8 × 8 to 16 × 16, keep-

ing the sequence length constant. Interestingly, the baseline
suffered heavy instability during training, which was not re-
solved by reducing the learning rate, using spectral normal-
ization, or the logit-laplace loss. In contrast, our SIT varia-
tions trained successfully with no hyperparameter changes.

Tab. 1 shows the reconstruction metrics; Fig. 7 shows
reconstruction samples at multiple resolutions. Results pro-
vide evidence for P.1 and demonstrate P.2 (Sec. 1).

5.2. Coarse-to-fine text-to-image generation
We tackle text-to-image generation by using an autoregres-
sive transformer to model the distribution of discrete tokens
output by our tokenizer. Since the SIT sequence of tokens
represents an image in a coarse-fine fashion, the autoregres-
sive model generation has the same property, which means
that we can interrupt the generation after a certain number
of tokens and decode a coarse version of the generation.

For this to work, the SIT decoder must be scale-causal,
while there is no constraint for the encoder so we use dense
attention (we denote this variant Scale-Causal Decoder, or
“SIT-SCD”). It uses a “small” encoder and “large” decoder
as described in ViT-VQGAN [57], and 4 scales.

We follow the Parti350M [58] architecture and train-
ing protocol and name our generative model auto-regressive
SIT, or “AR-SIT”. SIT and AR-SIT are trained on a subset
of WebLI [6] of around 128M images, where each image
is seen at most once during training. Evaluation is on 30k
examples of MS-COCO [27]. We show metrics and gener-
ations at different resolutions in Fig. 3 and Tab. 2. AR-SIT
matches the baseline performance but is several times faster
and more memory efficient at lower resolutions. These re-
sults demonstrate the property P.4 (Sec. 1).
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Figure 4. Text-guided image upsampling on MS-COCO [27]. Our coarse-to-fine generative models can take a low-resolution image,
encode it as the first few tokens of a sequence, and generate the rest of sequence, which, when decoded, effectively upsamples the input.
Each triplet shows the given 32× 32 image, our 256× 256 reconstruction and the ground truth.

5.3. Text-guided image upsampling
We leverage the coarse-to-fine nature of SIT to apply a pre-
trained AR-SIT for text-guided image upsampling, where
we are given a low resolution image and a caption.

The idea is to encode the low-resolution image, which
will give the first tokens of our high resolution output. AR-
SIT then takes these tokens and generates the rest of the
sequence. For this to work, the SIT encoder must be scale-
causal to properly tokenize low-resolution inputs, while
there is no constraint for the decoder so we use dense atten-
tion. We denote this variant Scale-Causal Encoder, or “SIT-
SCE”. The model is otherwise as the one used in Sec. 5.2.

Here the inputs are 32 × 32. Fig. 4 shows text-guided
upsampling examples on MS-COCO [27]. We obtain an
FID of 6.2 when evaluating these generations, compared to
12.6 when given only the prompts. Fig. 8 and Tab. 4 show
additional results upsampling from 16× 16.

5.4. Text-guided image editing
Our coarse-to-fine AR-SIT enables a text-guided image
editing application, where we want to change image details
while keeping the same overall appearance, which corre-
sponds to freezing lower scales while generating higher.

We apply an AR-SIT trained only on the maximum like-
lihood objective as follows. The given image is tokenized
only up to the first scale, corresponding to a coarse repre-

sentation. The tokenizer encoder must be scale-causal in
order to avoid leakage from high to low scales, so we use
SIT-SCE here. Now we use AR-SIT to generate the rest of
the sequence, conditioning on the textual caption.

In this experiment, we use a 5-scale model such that the
lowest resolution is 16 × 16; we found that starting with
higher resolutions limits the changes the model can gener-
ate. Fig. 5 shows some examples of text-guided editing on
MS-COCO [27], where we lightly modify the original cap-
tions, for example by swapping “elephants” with “cows”.
We show additional results in Fig. 6 in the supplemental.

5.5. Class-conditional image generation

Here we evaluate class-conditional generation on 256×256
ImageNet. We use the SIT-4 tokenizer from Tab. 1 and
follow ViT-VQGAN’s [57] VIM-Base AR architecture and
training protocol. Tab. 3 shows we outperform the baseline
in this fair comparison which is evidence for the improved
conditioning described in P.3. Fig. 9 shows samples.

AR-SIT-4* departs from ViT-VQGAN and Parti hyper-
parameters to compare with more recent works, by increas-
ing the perceptual and adversarial loss weights, doubling the
tokenizer codebook, reducing its latent dimension, training
with a constant learning rate, including 2D RoPE [44] and
GeGLU [42], in both the tokenizer and generator. We train
the AR model longer and since there is no text encoder, we
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Figure 5. Text-guided image editing on MS-COCO [27]. Our coarse-to-fine generative models can do text-guided editing by encoding a
given image but keeping only the lower scales, and using a pre-trained AR-SIT to re-generate the higher scales conditioned on the textual
prompt. Each triplet shows the given image, its 16 × 16 reconstruction using only the coefficients used to start the generation, and the
edited image after generating the whole sequence.

params seq len CFG FID ↓ IS ↑

AR-ViT-VQGAN (reported) 650M 1024 - 8.81 110.8

AR-ViT-VQGAN (reproduced) 650M 1024 - 8.37 111.8

AR-SIT-4 (Ours) 650M 1024 - 6.95 138.3

RQ-VAE [26] 480M 256 - 15.72 86.8

DQ-VAE [22] 355M 640 - 7.34 152.8

LlamaGen-L [45] 343M 256 1.5 4.08 198.5

VAR [48] 310M 680 2.0 3.30 274.4

AR-SIT-4* (Ours) 350M 1024 1.5 4.06 190.9

Table 3. ImageNet 256 × 256 class conditional generation. Top
half shows a fair comparison against ViT-VQGAN, which we
clearly outperform. AR-SIT-4* uses different hyperparameters for
comparison against a broader class of methods. While we do not
outperform all of them, there are differences in the architectures
and training schedules that influence the results and are orthogo-
nal to our contributions. Moreover, none of the baselines has the
multiscale capabilities described in P.2 and P.4 (Sec. 1).

double the number of decoder layers. The bottom half of
Tab. 3 compares with similarly-sized AR models includ-
ing some with multiscale/residual latents (although none
exhibit properties P.2 and P.4). AR-SIT-4* performance
matches LlamaGen but not to VAR, but the models are not
exactly comparable since they use a convolutional tokeniz-
ers and other improvements such as AdaLN [34] and atten-
tion normalization; VAR also trains the tokenizer on larger

data than ImageNet. These are orthogonal to our contribu-
tions and can be incorporated in future work.

We also train an AR-SIT-5* on 512× 512 ImageNet and
obtain an FID of 5.97 and IS of 215.22, showing robust-
ness at higher resolutions, while most prior work requires
separate stages for upsampling. Fig. 10 shows samples.

6. Conclusion and limitations

We presented a spectral image tokenizer (SIT), and an au-
toregressive generative transformer trained with it (AR-
SIT). SIT is naturally multiscale and leverages spectral
properties of natural images for improved reconstruction
quality. AR-SIT enables applications such as rapid gener-
ation of coarse images that can be refined later, and text-
guided image upsampling and editing.

While our methods improved tokenizer reconstruction
accuracy and class-conditional generation, the text-to-
image metrics were similar to the fair baseline. Chang et al.
[4] similarly observed that a better tokenizer does not nec-
essarily lead to a better generative model. Nevertheless, our
method has multiscale properties and enables new applica-
tions not possible with prior work. We only experiment with
realtively small AR-SITs of 350-650M parameters, while
the Parti [58] baseline goes up to 22B parameters.
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