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Abstract

The rising use of deepfakes in criminal activities presents
a significant issue, inciting widespread controversy. While
numerous studies have tackled this problem, most primarily
focus on deepfake detection. These reactive solutions are in-
sufficient as a fundamental approach for crimes where au-
thenticity is disregarded. Existing proactive defenses also
have limitations, as they are effective only for deepfake
models based on specific Generative Adversarial Networks
(GANs), making them less applicable in light of recent ad-
vancements in diffusion-based models. In this paper, we
propose a proactive defense method named FaceShield,
which introduces novel defense strategies targeting deep-
fakes generated by Diffusion Models (DMs) and facilitates
defenses on various existing GAN-based deepfake models
through facial feature extractor manipulations. Our ap-
proach consists of three main components: (i) manipulating
the attention mechanism of DMs to exclude protected facial
features during the denoising process, (ii) targeting promi-
nent facial feature extraction models to enhance the ro-
bustness of our adversarial perturbation, and (iii) employ-
ing Gaussian blur and low-pass filtering techniques to im-
prove imperceptibility while enhancing robustness against
JPEG compression. Experimental results on the CelebA-
HQ and VGGFace2-HQ datasets demonstrate that our
method achieves state-of-the-art performance against the
latest deepfake models based on DMs, while also exhibiting
transferability to GANs and showcasing greater impercep-
tibility of noise along with enhanced robustness.

1. Introduction

The advancement of deepfake technology and improved ac-
cessibility [3, 22, 25, 37, 51] has led to significant transfor-
mations in modern society. Due to the ease of face swap-
ping, it has been applied across various fields, providing
both entertainment and convenience. However, its power-
ful capability to generate realistic content has also enabled
malicious users to exploit it for criminal purposes, leading
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Figure 1. Protecting Face during Deepfake using FaceShield.
Pure images are vulnerable to face swapping, allowing the target
image’s face to be easily reflected. In contrast, images protected
by FaceShield conceal facial feature from deepfake.

to the creation of fake news and various societal problems.

To address the growing concerns surrounding deepfake
technology, various countermeasures have been explored,
which can be broadly divided into two categories. The first
is deepfake detection techniques [5, 12, 13, 31, 36], which
act as passive defenses by classifying whether content is
synthetic or authentic. While effective for authenticity veri-
fication, these offer only binary results and fail to address
advanced threats, such as crimes using realistic fakes. In
contrast, proactive defense strategies offer a more compre-
hensive solution. These approaches involve embedding im-
perceptible adversarial perturbation into face images to pre-
vent the protected face from being effectively processed
by deepfakes. However, most previous research [8, 14,
28, 35, 44] has concentrated on GAN-based models, of-
ten targeting individual models, which limits effectiveness
against emerging DM-based deepfakes [20, 34, 43, 49].
Although significant research exists on image protection
within DMs [6, 23, 24, 29, 30, 42] for image editing, the fo-
cus has primarily been on attacking the noising and denois-
ing processes when an image is used as a query (Fig.2a).
This leads to targeting the encoder or predicted noise post-
UNet processing. However, we observe that such strategies
are ineffective for DM-based deepfake models, where the
source image influences the output in the form of key-value
pairs through attention mechanisms (Fig.2b).
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Figure 2. Image editing and Deepfake processes in DMs. (a) In DM-based image editing, a single image is input as a query ) and edited
based on a prompt condition. (b) In DM-based deepfake, two images are used, with the target image serving as the query () while the
source image acts as the condition for swapping. This condition operates as key K and value V in the cross-attention layer.

In this paper, we focus on attacking state-of-the-art DM-
based deepfakes while ensuring applicability to GAN-based
models as well (Fig.1). Given the uncertainty surrounding
deepfakes that malicious users might employ, we explore
approaches to improve the extensibility across different ar-
chitectures (e.g., GANs, DMs) and model transferability
across different pre-trained backbones. Simultaneously, we
propose a novel noise update method that enhances imper-
ceptibility while being robust to JPEG compression.

For DM-based deepfake attacks, we leverage the struc-
tural properties in which the conditioning image is embed-
ded and integrated into the denoising UNet through atten-
tion mechanisms. By utilizing the IP-Adapter [43], com-
monly employed for inpainting, we extract effective adver-
sarial noise from the embedding of the conditioning image.
This perturbation effectively disrupts the propagation of the
conditioning process, ensuring that the final output does not
replicate the features of the protected image.

To enhance the generalizability of our approach, we tar-
get two commonly used facial feature extractors. First, we
attack the MTCNN model [48], which uses a cascade pyra-
mid architecture to achieve superior performance and ro-
bust detection capabilities. Due to this, it is widely adopted
not only in deepfake generation but also across various ap-
plications. We leverage the fact that the model scales im-
ages to different sizes during face detection. Our perturba-
tion is designed to ensure robustness across various scal-
ing factors and interpolation modes (e.g., BILINEAR, AREA),
leading to superior performance compared to existing meth-
ods [19, 46]. Additionally, we target ArcFace [7], a widely
adopted pre-trained model for facial feature extraction in
deepfake applications. By incorporating both methods into
our work, we ensure that our approach disrupts a range of
deepfakes commonly used for facial landmark detection and
feature extraction, thereby improving the overall robustness
of our method against various deepfake systems.

In the noise updating process, we refine the perturba-
tion using two techniques: Noise Blur, which measures dif-
ferences between adjacent pixels for imperceptible refine-
ment, and Low-pass filtering, retaining low-frequency com-
ponents, enhancing robustness against JPEG compression.

To summarize, our main contributions are as follows:

* We introduce a novel attack on deepfakes based on diffu-
sion models. To the best of our knowledge, our proposed
method is the first attempt to protect images used as con-
ditions while demonstrating robust performance across
various deepfake models by targeting common facial fea-
ture extractors.

* We propose a novel noise update mechanism that inte-
grates Gaussian blur technique with the projected gradi-
ent descent method, significantly enhancing impercepti-
bility. Additionally, we implement low-pass filtering to
reduce perturbation loss rates during JPEG compression
compared to existing methods.

* We demonstrate that our deepfake attack method is robust
across various deepfake models, outperforming previous
diffusion attacks by achieving higher distortion with sig-
nificantly less noise.

2. Related Work

Deepfake techniques. With advancements in generative
models, deepfake technology has evolved into a specialized
field focused on facial synthesis. Previous deepfake mod-
els, primarily based on GANS, generally follow a three-
stage process: face detection and localization, feature ex-
traction, and face swapping. Among these, studies such
as [11,40, 41,45, 51] employ MTCNN [48] for face detec-
tion and landmark extraction, while the majority of deep-
fake models, including [3, 21, 22, 40, 51, 52], leverage Arc-
Face [7] for identity feature extraction. These steps are sim-
ilarly employed in DM-based deepfakes that have emerged
with the progress of diffusion models. Notable examples,
including [20, 34, 49], integrate [7] to maintain identity
consistency. However, recent work has focused on lever-
aging the capabilities of diffusion models to develop face-
swapping methods [43] that achieve high performance with-
out explicitly following previous approaches.

Enhancing model transferability. In the research on ad-
versarial attacks, various attempts have been made to im-
prove transferability. [9, 38] proposed the model ensemble
technique, generating adversarial examples using multiple
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models to enhance their effectiveness on unseen models.
[39] introduced a method that selectively utilizes specific
layers within a model to improve transferability. Similarly,
[15, 16, 50] investigated techniques that manipulate inter-
mediate layer feature distributions or amplify activation val-
ues to prevent adversarial noise from overfitting to a particu-
lar model. Furthermore, [2, 47] explored the use of multiple
pre-trained backbones within similar model architectures to
enhance transferability across different backbone networks.

3. Method

We propose a novel pipeline, FaceShield, to safeguard facial
images from being exploited by diverse Deepfake methods
through conditional attacks on DMs and facial feature ex-
tractor attacks. In this section, we first introduce the founda-
tional adversarial attack framework utilized across our ap-
proach (Sec.3.1). We then detail our method for disrupting
information flow when a facial image is employed as a con-
ditioning input in DMs (Sec.3.2). Subsequently, we present
our approach for preventing accurate facial feature extrac-
tion (Sec.3.3). Finally, we introduce our adversarial noise
update mechanism, designed to enhance imperceptibility
and mitigate degradation from JPEG compression (Sec.3.4).

3.1. Preliminaries

Cross-attention mechanism. To condition generative
DMs, the cross-attention mechanism is used, as shown in
Fig.2. Similar to self-attention, it involves computations us-
ing the query @, key K, and value V. However, unlike self-
attention, where ), K and V are derived from the same
source, cross-attention conditions the process by obtaining
Q@ from the noised image z; through a learned linear pro-
jection £, while K and V are derived from the textual or
image embedding Cegy, using learned linear projection ¢
and /,,, respectively:

Q=1y(2), K="0(Cem), V =1L,(Cem), and (1)

QKT>
v, @
T 2

where dj, are the dimensions of the key vectors.

Projected gradient descent (PGD). PGD is a widely used
method for crafting adversarial examples when the user has
access to the model parameters. This technique iteratively
updates an adversarial perturbation by computing the gradi-
ent of a certain loss L.4, With respect to the input. At each
step, noise is added in the gradient direction while keep-
ing the perturbation within a predefined bound, ensuring the
noise is small but effective:

Attention(Q, K,V) = Softmax (

6 < Projs . <y (0 —a-sign(VsLlaa)), ()

where « is the step size and Proj 5, <, (-) projects § onto
the /., ball of radius 7. By projecting the adversarial exam-

ple back onto the valid perturbation space, PGD maintains
imperceptibility while disrupting the model’s predictions.

3.2. Conditioned Face Attack

We now describe our approach to protecting images, specif-
ically by disrupting the effective transfer of information
when they are used as conditioning inputs in DMs. The core
of our approach is to effectively interfere with key infor-
mation using minimal noise, while also ensuring that the
model does not overfit by accessing only a minimal number
of layers to obtain gradients. To achieve this, we propose
two methods that target both the initial projection phase and
the final attention mechanism during the image condition-
ing process within latent diffusion models [27].

Face projector attack. When images are used as condition-
ing inputs, they are firstly transformed into an embedding
vector through a pre-trained model [26]. In this method, we
access only the topmost layer P of the model to disrupt
the projection process, causing the image to be projected
with incorrect information at the initial stage. For the attack
loss function, we consider that converging to a single tar-
get value might not ensure consistent convergence speeds
or balanced performance. Given that one of our main goals
is to design noise applicable to various images, we design
our approach to induce random divergence based on the in-
put image, using the £1 loss function in this process:

Lproj(852) = || P(x + 6) = P(2)]1, €y

where 9§ is the adversarial noise.

Attention disruption attack. We also focus on identifying
the core vectors within the denoising UNet that are most
sensitive to conditional inputs. Initially, we analyze the in-
fluence of cross-attention across each UNet layer. Based
on prior research [33], which shows that different cross-
attention layers respond variably to conditioning informa-
tion, we investigate the impact on perturbation performance
for each region. Our findings lead to the conclusion that
targeting attacks near mid-layers produces more significant
disruption in qualitative metrics compared to using only the
up-down layers or the entire layers, as supported by our ex-
perimental results in Fig.6. Based on these insights, we pro-
pose a novel approach that specifically targets mid-layers
during the attack on the diffusion process.

To induce a mismatch in conditioning, we use the mid-
layer cross-attention mechanism, as described in Eq. (1).
Based on the idea that the condition is conveyed to the query
through attention, we calculate the attention score to obtain
the strength of attention. This is done by performing opera-
tions on the query Q € R"*¥esxd and key K € R*seaxd,
where h (number of heads), res (resolution), seq (sequence
length), and d (head dimension). This is followed by a
Softmax operation along the seq dimension to derive the

10366



4 X
pEE NG
— >
i I

Lmtcnn

tPTOb tpnﬂl

Facial Feature Extractor Attack -

LEiten A {Lyproj + Lattn + ;  Sobel operation Low path filtering
\/\ Lig + Lmtcnn 3@
o, : 1
Avar iy Ltotal ‘zﬁ%ﬁj "l:"
. . 53 Gaussian J]
Low-variance regions ‘* E&I’ DCT
Blur w/,‘g;
o f "I
Conditioned Face Attack %‘*
o
<> . Dj . : Denoising Unet . .
: Divergence DO Update only m ?::::;;?;tn;]e RGB domain Frequency domain
><=: Convergence %ié : Frozen € : Element-wise sum ,
O Enhanced Noise Update -

Figure 3. Overview. Our method has three main parts: (i) Conditioned face attack, which disrupts feature transfer by targeting the embed-
ding process and the attention map variance in the cross-attention layer; (ii) Facial feature extractor attack, which decreases the probability
value of face detection and causes extraction disruptions, and (iii) Enhanced noise update, which improves imperceptibility by applying
Gaussian blur to regions with significant intensity changes between adjacent pixels, and increases robustness against JPEG compression

distortion by encoding the noise in the low-frequency domain.

attention map Apep € R*TsXsed Exploiting this mecha-
nism, we obtain the variance A,,., allowing us to evaluate
attention strength by the following equation:

seq

var = § map 5 7:
seq ¢

A _ 1 x—seq o
where Apap = Sog 2uii—1 Anapl:, 7,

tion map across the seq dimension.

_ Amap)Q c Rthes, (5)

;] is the mean of atten-

Based on them, we propose an adversarial attack strat-
egy that maximizes A,,;, thereby preventing the proper re-
flection of conditional information K on Q). In this process,
we encode the original image x to use as the query ¢ and
project the same x to obtain the key K, which is then used
to calculate Aya.,. Thereafter, we find a quantile P; _ cor-
responding to a predefined threshold t,,, between 0 and 1
to identify the regions exhibiting weak attention. Using this
P;,.., we create a mask My, such that values less than or
equal to P _ are set to 1, and values greater than P; __ are
set to 0. This can be mathematically expressed as follows:

Mvar = ]l[Avar < Ptvar] (6)

where 1 is the indicator random variable. Subsequently, we
derive A/, from the same process, using the perturbed im-
age x + d, and perform attention unequalization on the re-
gions defined by M,,,. This method generates missing val-
ues by assigning random attention to previously unattended

regions between the original images, with the loss function

Latn defined as follows:
Laten(0; , Onax) = [|(Onax — Afar) © Myarll2,  (7)

where ® is the Hadamard product, and oy,,, denotes the
maximum variance that can be obtained from the Softmax
output based on the seq, following the equation:

1 1\? 1
Omax = —— <1 - ) + (seq—1)- 5] ®
seq seq seq

In the supplementary material, we provide the algorithm
that outlines the method for calculating L,¢¢y-

3.3. Facial Feature Extractor Attack

We design additional perturbation targeting two types of fa-
cial extraction, enhancing the applicability of our method
not only to DM-based models but also to various other deep-
fake architecture-based models.

MTCNN attack. We break down the MTCNN attack we
propose into three principal stages: (i) selecting the resizing
scale, (ii) enhancing robustness against interpolation, and
(iii) formulating a loss function to expedite convergence.
Through this process, we achieve not only various resize
modes but also model transferability.

Firstly, we select a set of appropriate resizing scales
s; € S. This is to ensure that our attack technique effec-
tively targets only the bounding boxes reaching the final
layers of MTCNN. The suitable scale values are selected
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among the multi-scale factors that the MTCNN model in-
ternally uses, and the detailed workings are provided in the
supplementary material.

Using the scale factor s; selected in the previous step,
we next scale the input image size Daqy = (h,w), where
h and w are the image’s height and width, to yield Dg.; =
(8; - h, s; - w). This results in an intermediate size Djny =
Dagv ® Dgc1 obtained through element-wise multiplication.
The input image € R¢*"*¥ is then upscaled to Dy us-
ing NEAREST interpolation. Afterward, we downsample the
image to Ds. via average pooling, assigning equal weights
to each region referenced during interpolation. This ap-
proach runs parallel with a direct BILINEAR scaling of Dqq4y
to Dgc1, thereby ensuring robust noise generation that func-
tions effectively across various interpolation modes.

In the final stage, we perform a targeted attack on the
initial P-Net T to effectively disrupt the cascade pyra-
mid structure. We pass the downsampled adversarial noise-
added image Faq, € RO*%""Xs % through 7T, which out-
puts probabilities Pr ¢ for bounding boxes. To expedite the
convergence of the MTCNN loss function Lygcpn, We pro-
pose a masking technique that leverages both the existence
probabilities Pr and the non-existence probabilities Pr. The
mask M. is constructed to retain indices in Pr that ex-
ceed the detection threshold t,rob:

Mprob — ]]-[PT(Z7]) > tprobL (9)

where 1 is the indicator random variable. Then, the Lyccnn
converges with the mean squared error loss using Mpzop:

‘Cmtcnn(é;xupgt) = ||(T(l' + 5) _pgt) @ MprobH27 (10)

where T() = [PFv PT]T7 Dgt = [tprob +Btprob - B]T’ and B
is a value between 0 and 1. Additional details are provided
along with the algorithm in the supplementary material.

Identity attack. To effectively disrupt the accurate reflec-
tion of source face information, we target the ArcFace
A models [7], which are face identity embedding models
widely used in deepfake systems. To improve transferabil-
ity, we ensemble the most commonly used pre-trained back-
bones within these models. Since A represents feature vec-
tors extracted from the same person’s face as vectors point-
ing in similar directions, we designed our approach to in-
duce divergence from the original image x by employing
cosine similarity loss, thereby effectively obscuring the rel-
evant identity information:

Az +6)- Ax)
[A(z + 9)[l2[lA(2)]]2

Overall loss operation. Accordingly, the total loss function
Liota1 18 defined and used as follows:

Eid(é; 17) =

L. dn

£tota1 = )\proj £proj + Aa1:1:n£a1:‘cn
+ )\mtcnnﬁmtcnn + )\idﬁida (12)

Algorithm 1: FaceShield
Input: image z, steps IV, noise clamp e, step size «,
MTCNN detection threshold #5;0p, threshold
weight 3, CLIP Image Projector P, Mid-layer
cross-attention variance in Stable Diffusion
Al_., MTCNN P-Network 7, ArcFace A
Result: protected image x .4y
1 Initialize adversarial perturbation 6 < 0, and
protected image gy < T
2 forn=1,.., Ndo
3 | Lpros & P2+ ) - P(a)s
4 ‘Cattn — ||(Umax - A:,ar) © MvarHZs
where opa, derived from Eq. (8), and M,
from Eq. (6)
5 Emtcnn — H(T(I—F(S) _pgt)QMprobHZ’
where Pegt = [tprob + Btprob - 5]T’ and Mprob

from Eq. (9)

. A(z+8)-Ax)
6 | Lut TeoLiion !
7 Compute the total attack loss:

‘Ctotal = Ap:roj Lproj + )\attnﬁattn +
Am1:z:nn‘cm1:<:nn + A:'LdL"it.'l

8 Update adversarial perturbation:
0+ «a-sign(Vy,,, Lrotal)

9 Ob1ur < GaussianBlur(9)

10 6Lgb + LowPassFilter (dp1,r)

1 Tadv € Tadv — 5;gb

12 Tady < T + clip(Zagy — T, —€,€)

13 end

14 Clip the image range: Taay — clip(Zaay, 0,255)

where each A is a hyperparameter derived from grid
searches to control the strength of the respective loss term.
Additionally, the sign of A\ determines the convergence or
divergence of the loss function (i.e., Aproj and A;q4 are neg-
ative, while A\a¢en and Apgenn are positive).

3.4. Enhanced Noise Update

We integrate two additional techniques into the standard
PGD to enhance robustness by enabling more imperceptible
noise updates and preventing the loss of information due to
purification techniques.

Gaussian blur. To enhance noise imperceptibility, we intro-
duce a technique that constrains variations between adjacent
regions, addressing the limitations of PGD methods (see
Eq. (3)) that only regulate overall noise magnitude. This
stems from the observation that differences between neigh-
boring pixels can be as perceptible as the total noise itself.
To achieve this, we utilize the Sobel operator [17] to em-
phasize areas of rapid intensity change, generating a mask
Mo that highlights image boundaries. Gaussian blur G(+)
is then applied selectively to these regions during noise up-
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Figure 4. Qualitative Results. Protection performance across various deepfake models when our adversarial noise is applied. Models [34,
43] highlighted in the orange box typically exhibit facial distortions due to the influence described in Sec. 3.2, while those [3, 11, 20, 49]
in the blue box display newly generated faces that diverge from the source image, attributed to the impact detailed in Sec. 3.3.

dates, ensuring smoother transitions between adjacent pix-
els and maintaining a consistent visual appearance:

6b1ur = g(é) © Msob + ) O] (1 - Msob)- (13)

Low pass filtering. To minimize information loss when
saving images in JPEG format and ensure robustness to
bit reduction during the compression process [10], low-
frequency components are utilized. At each iteration, the
newly updated adversarial noise 0y, € R*"*"  where ¢
(channel), h (height), and w (width), undergoes a padding
operation and patchification according to a predefined patch
size p. Then a DCT transform [1] is applied to each patch
and channel, resulting in 6gce € REXM Xw'XPXP_ \where
h' = h/pand w’ = w/p, in the frequency domain. Using a
low-pass filtering mask M, only the low-frequency com-
ponents of the noise are retained. The noise dy.,,, € Rexhxw
is then reconstructed back into the RGB domain through an
inverse transformation. The effectiveness of this approach
is demonstrated through the experimental results presented
in the supplementary material, and the overall operation of
FaceShield is described in Algorithm 1.

4. Experiments
4.1. Setups

Evaluation details. For a fair performance comparison,
we use open-source baseline [23, 24, 29, 42] and apply
noise to the same dataset under identical hyperparameter
settings. The corresponding results are presented in Ta-
ble 2, while Table 1 provides a performance comparison on
diffusion-based deepfakes [20, 34, 43, 49]. The extensibil-
ity experiments on GAN-based models [3, 11] are shown
in Table 4, where, in the absence of existing attack meth-
ods for these models, we validate FaceShield’s effective-
ness through comparisons with the original images. In cases
where the feature extractor fails to detect a face, we adjust

the generation process to exclude facial features during re-
construction. Detailed descriptions and an analysis of the
resources are provided in the supplementary material.

Datasets. We evaluate our method using two datasets:
CelebA-HQ [18] and VGGFace2-HQ [4], both of which
have been used in previous studies [3, 11, 34]. The former
is the high-resolution version of CelebA, containing 30,000
celebrity face images, while the latter is the high-resolution
version of VGGFace2, consisting of 3.3 million face im-
ages from 9,131 unique identities. For our experiments, we
randomly select 200 identities from each dataset, using 100
images for the source and 100 images for the target.

4.2. Qualitative Results

Performance results across deepfakes. As shown in Fig.4,
FaceShield demonstrates robustness across various deep-
fake models. The perturbations result in either (i) pro-
nounced artifacts reflecting non-relevant facial information
instead of key features [34, 43], or (ii) a complete misin-
terpretation of the source face, generating a new, unrelated
identity [3, 11, 20, 49].

Comparison with state-of-the-art methods. We com-
pare our method with baselines on DM-based deepfake
model [43]. Although the methods [23, 24, 29, 42] that
achieved high performance in diffusion adversarial attacks
fail to induce visible changes on the deepfake model, ours
demonstrates strong protective performance (Fig.5).

4.3. Quantitative Results

Automatic metrics. As shown in Table I, we compare
FaceShield to baseline methods across deepfake models [3,
11, 20, 34, 43, 49] using Lo, Identity Score Matching [32]
(ISM), and PSNR. The L, and PSNR metrics evaluate im-
age quality by comparing deepfake results from clean and
protected images, with higher Lo and lower PSNR indicat-
ing more distortion. ISM measures the similarity between

10369



Model DiffFace [20] DiffSwap [49] FaceSwap [34] IP-Adapter [43]
Dataset CelebA-HQ [18]
Method Lot ISM| PSNR| HE?T| L1 ISM| PSNR | HE1| L2t ISM| PSNR| HE?1| L1+ ISM | PSNR | HE 1
AdvDM [24] ]0.021 0.471 39.368 4.22|0.068 0.199 28.362 4.68 [0.303 0.245 21.615 4.52|0.207 0.235 25.332 2.76
Mist [23] 0.021 0.468 39.443 3.94 10.067 0.201 28.384 4.18 |0.287 0.230 22.263 4.78 [0.152 0.265 28.213 4.26
PhotoGuard [29][0.022 0.469 39.194 3.82|0.068 0.201 28.292 4.58 |0.282 0.238 22.316 4.44|0.153 0.268 28.101 4.44
SDST [42] 0.021 0470 39.512 4.08 [{0.067 0.207 28.383 5.04 |0.274 0.261 22.582 4.68 |0.147 0.273 28.440 4.32
Ours 0.044 0.243 32.052 5.76 {0.072 0.163 27.833 6.20 |0.336 0.194 20.759 6.16 |0.350 0.072 20.266 6.60
Ours (Q=75) |0.043 0.259 32259 - [0.070 0.169 28.034 - |0.317 0.209 21.286 - |[0.326 0.112 20.867 -
Dataset VGGFace2-HQ [4]
Method Lot ISM| PSNR| HE?T| L2t ISM] PSNR | HE1| L2t ISM| PSNR | HE?| L2t ISM | PSNR | HE 1
AdvDM [24] 10.042 0.479 33.064 3.68 |0.105 0.215 24.769 4.78 [0.419 0.361 18.596 4.38 |0.251 0.271 23.250 2.36
Mist [23] 0.041 0478 33.215 4.26 |0.102 0.227 24.964 3.94 |0.379 0.259 19.626 4.50 [0.181 0.291 26.070 4.10
PhotoGuard [29]]0.043 0.479 32.938 3.96 |0.110 0.215 24.272 4.18 |0.373 0.266 19.655 4.14 [0.180 0.294 26.157 3.82
SDST [42] 0.041 0.483 33.242 5.30 [{0.107 0.225 24.506 4.58 |0.359 0.258 19.996 4.14 [0.166 0.292 26.784 4.06
Ours 0.062 0.278 29.204 6.10 |0.113 0.177 24.054 6.12 [0.453 0.237 17919 6.16 [0.382 0.112 19478 6.42
Ours (Q=75) [0.060 0.308 29.435 - [0.112 0.185 24.201 - 10421 0.237 18.573 - ]0.377 0.167 19.618 -

Table 1. Comparison of perturbation effectiveness among baseline methods on four deepfake models using the CelebA-HQ [18] and
VGGFace2-HQ [4] datasets. Our method exhibits the largest distortion in image quality (L2, PSNR) and source similarity (ISM), as well as

in human evaluation (HE). Results on JPEG-compressed images (Quality factor 75) further confirm robust protection under compression.

AdvDM Mist SDST Ours

Original

PhotoGuard

Figure 5. We generate deepfake [43] results from protected images
of methods [23, 24, 29, 42]. While these fail to disrupt deepfake
generation, our method causes deepfakes to malfunction.

the source face and the deepfake output, with lower values
indicating less similarity. We conduct experiments on 100
source-target pairs from CelebA-HQ [18] and VGGFace2-
HQ [4], showing that FaceShield outperforms baselines
across all metrics. We also analyze the noise levels in pro-
tected images using LPIPS, PSNR, and SSIM, as shown in
Table 2. These image quality metrics, compared between
protected and original images, show that our method con-
sistently produces less noise than baseline methods. Addi-
tionally, we measure the Frequency Rate (FR), which in-
dicates that most of FaceShield’s noise is concentrated in
low frequencies. This property helps maintain its effective-
ness under JPEG compression. To verify, we compressed
the protected images to JPEG Quality 75 and tested across
four deepfake models. The results show that while per-
formance slightly decreases, FaceShield still outperforms
baseline methods, as shown in Table 1, Ours (Q=75).

Human evaluation. We conduct a human evaluation (HE)
on the same methods and models, using 20 source im-
ages and 100 participants recruited via Amazon Mechanical
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Dataset CelebA-HQ [18]

Method LPIPS| PSNR1 SSIM 1 FR 1 HE 1
AdvDM [24] 04214 304476 0.8438 2.1077 3.86
Mist [23] 0.5492 299935 0.8684 1.6583 4.70
PhotoGuard [29] | 0.5515 29.9127 0.8669 1.6538  4.82
SDST [42] 0.5409 31.4762 0.9033 1.6767 5.12
Ours 0.2017 32.6289 0.9394 18.4651 5.64

Dataset VGGFace2-HQ [4]
Method LPIPS| PSNR1 SSIM 1 FR T HE 1
AdvDM [24] 0.4108 30.2523 0.8436  2.0667  3.66
Mist [23] 0.5208 29.9068 0.8721 1.6872  4.34
PhotoGuard [29] | 0.5221  29.8204 0.8712 1.6824  4.62
SDST [42] 0.5060 31.3545 0.9092 1.6892  4.48
Ours 0.1941 31.5799 0.9341 18.0400 5.28

Table 2. With the same step size, iterations, and noise clamping
values applied, our method shows the least distortion across three
image quality metrics (LPIPS, SSIM, PSNR, HE) and demon-
strates a higher low-frequency content (FR).

Turk. Participants assess two factors: protection noise visi-
bility (Table 2) and the similarity between the source image
and its deepfake output (Table 1). We employ a Likert scale
from 1 to 7. For noise visibility, a score of 7 indicates the
least visible noise, while for deepfake similarity, a score of
7 reflects a significant deviation from the source identity.

4.4. Ablation Study

Effect of gaussian blur on noise. To evaluate the effect of
Gaussian blur, one of the enhanced noise update methods,
we present qualitative results in the Supplementary Material
comparing the blur effect’s presence and absence. From this
comparison, it is clear that the noise update becomes signif-
icantly more invisible at the boundaries of abrupt changes
in the noise, as detected through Sobel filtering.



Impact of each loss function. To demonstrate the general-
izability of each loss function, we conducted an ablation
study across six models using the ISM metric, as shown
in Table 3. The results illustrate how FaceShield protects
faces, as seen in Table | and Table 4, with red shading indi-
cating performance degradation when a loss function is re-
moved. This experiment shows that each loss function suc-
cessfully impacts multiple models, and by combining them
into Liota1, We cover a broader range of deepfakes.

ISM| | DiffFace | DiffSwap | FaceSwap | IP-Adapter | SimSwap | InfoSwap
W/0 Lyroj | 0.241 0.167 0.270 0.135 0.544 0.256
W/0 Laten | 0.254 0.170 0.223 0.076 0.168 0.252

W/0 Lytenn | 0.231 0.174 0.166 0.047 0.183 0.354
w/o Lia 0.446 0.175 0.217 0.040 0.512 0.430
Liotal 0.243 0.163 0.194 0.072 0.184 0.237

Table 3. Each model’s performance is measured using the ISM
score, confirming that each loss function ensures transferability
across various deepfakes. As a result, the integrated Liota1 iS ca-
pable of covering a wider range.

Attack effectiveness of mid-layers. We qualitatively show
that focusing the diffusion attack on the mid-layers of the
denoising UNet [27] is more effective than applying it to
the entire layers or the up/down layers, as shown in Fig.6.
The experiment is conducted by applying noise § = 4/255
to create protected images, which are then passed through
the deepfake model [43] to compare the resulting outputs.

Original Layer Selection for Conditioned Face Attack [] Ours

Results Down Mid Up Down Up Mid

UNet [27] layers shows the best protection when targeting mid-
layer cross-attention.

MTCNN resize evaluation. To demonstrate the superior-
ity of our method across various resizing modes and model
transferability, we conduct an ablation study comparing it
to the conventional BILINEAR scaling method [46]. We
evaluate performance using different scaling methods from
the OpenCV and PIL libraries, with 3,000 images from
both the CelebA-HQ and VGGFace2-HQ datasets. Trans-
ferability is assessed through experiments conducted on
both PyTorch and TensorFlow versions. The evaluation is
based on the final bounding box detection probabilities from
MTCNN [48], and the results in the supplementary material
confirm that our method outperforms existing approaches.

4.5. Applications

Extensibility on GAN-based deepfake models. We also
conduct additional experiments on the GAN-based diffu-
sion model [3, 11]. The experimental conditions are the
same as those in Table 2, and the results, as shown in Ta-
ble 4, indicate a degradation in model performance. Quali-
tative assessments are provided in Fig. 4.

Model SimSwap [3]

Dataset CelebA-HQ [18]

Method | Lot ISM| PSNR| | L1 ISM] PSNR|

Original | 0.000 0.544 80.000 | 0.000 0.431 80.000
Ours 0.070 0.184 26.921 | 0.129 0.237 30.220

Dataset VGGFace2-HQ [4]

Method | Lo+ ISM| PSNR| | L2t ISM| PSNR|

Original | 0.000 0.681 80.000 | 0.000 0.565 80.000
Ours 0.067 0.314 27.305 | 0.142 0.356 29.044

InfoSwap [11]

Table 4. Applicability of FaceShield to other deepfake frame-
works. Our method, when applied to GAN-based models, not only
reduces image quality (L2, PSNR) but also significantly lowers
source similarity (ISM).

Transferability with different weights. To demonstrate
that FaceShield ensures robust transferability not only
across structurally different models but also to models
with similar architectures but different pre-trained weights,
we evaluated its performance on various versions of IP-
Adapter [43]. The results, which can be found in the supple-
mentary material, confirm the superior transferability per-
formance of our method.

5. Conclusion

In this study, we propose FaceShield, an invisible facial
protection technique designed to attack various deepfakes.
Through comparisons with multiple baseline methods, we
demonstrate that FaceShield offers superior protection with
significantly lower resource costs, particularly for deepfake
models utilizing the latest diffusion techniques. Further-
more, its design integrates diverse transferability enhance-
ment strategies, ensuring consistent performance not only
across various pretrained versions but also across diffusion-
based models with different architectures. This robustness
extends to entirely different architectures, including GAN-
based models. Additionally, by incorporating an improved
noise update mechanism that ensures invisibility while min-
imizing information loss, FaceShield proves to be a practi-
cal and effective solution for preventing the misuse of facial
images across a wide range of deepfake systems.

Limitations and Future Work. Although we introduce a
method to enhance robustness against JPEG compression
and resizing, other purification techniques still exist, which
may lead to the potential loss of our protective noise infor-
mation. Therefore, we plan to further strengthen the noise to
effectively counter a broader range of purification methods.
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