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Abstract

An emerging paradigm in vision-and-language navigation
(VLN) is the use of history-aware multi-modal transformer
models. Given a language instruction, these models process
observation and navigation history to predict the most ap-
propriate action for an agent. While they have significantly
improved performance, the scale of these models can be a
bottleneck in practical settings with limited computational
resources. In this work, we propose a novel input-adaptive
navigation method to enhance VLN model efficiency. We
first show that existing input-adaptive mechanisms fail to
reduce computations without substantial performance degra-
dation. To address this, we introduce three adaptive algo-
rithms, each deployed at a different level: (1) To improve
spatial efficiency, we selectively process panoramic views at
each observation of an agent. (2) To improve intra-model
efficiency, we propose importance-based adaptive thresh-
olding for the early-exit methods. (3) To improve temporal
efficiency, we implement a caching mechanism that prevents
reprocessing of views previously seen by the agent. In evalu-
ations on seven VLN benchmarks, we demonstrate over a 2ˆ

reduction in computation across three off-the-shelf agents
in both standard and continuous environments. Our code is
publicly available at https://github.com/secure-ai-systems-
group/adaptive-vision-and-language-navigation.

1. Introduction
Progress in vision-and-language navigation (VLN) has been
enabled by larger models trained on increasingly large
datasets [10, 21, 25, 29, 43]. These models can process
and interpret complex data, enabling them to understand and
act upon natural language instructions within visual envi-
ronments. Despite the success, there is a growing concern
about their computational demands. The need for substantial
computational power poses a notable challenge for deploy-
ment in resource-constrained settings, such as robots, where
low-power consumption becomes increasingly critical.

A potential solution to addressing these computational
demands is input-adaptive inference. The main idea is to

reduce overthinking [34]: as shallow networks are suffi-
cient for the majority of samples to make decisions, e.g.,
class predictions, input-adaptive methods [31, 39, 51, 61]
stop forwarding preemptively during inference and return
intermediate outputs when the internal decisions of a model
converge. During inference, they demonstrate up to 50%
computational savings while preserving model performance.

In this work, we study the overthinking problem in a new
domain—VLN—and propose a novel input-adaptive method
to address it. Unlike prior studies on overthinking, which fo-
cus on tasks where inputs are processed independently (e.g.,
classification), VLN involves sequential decision-making,
introducing unique problems driven by spatio-temporal de-
pendencies in the inputs. Moreover, these models can be
deployed for real-world navigation; thus, it is important to
assess whether they are robust to common visual corruptions.
Contributions. We first characterize the overthinking prob-
lem in VLN by analyzing its computational bottlenecks. In
our evaluation with two standard VLN agents (HAMT [10]
and DUET [11]) and one continuous VLN agent (VLN-
CEœ BERT [35]), we find that „99.5% of computations
are spent in visual encoders. We also show that addressing
overthinking within these visual encoders is ineffective in
providing computational savings. Even with our best ef-
fort to apply the existing input-adaptive inference method,
MuE [51], we demonstrate that this approach results in inac-
curate navigation decisions. This increases both the time it
takes for an agent to reach the target location and the overall
computations while lowering the navigation success.

Second, to address this issue and achieve computational
efficiency, we propose a novel input-adaptive navigation
method (shown in Figure 1). We not only minimize over-
thinking within visual encoders, as in prior approaches, but
also reduce overthinking caused by cognitive overload dur-
ing navigation. Specifically, we focus on exploiting the
spatiotemporal localities unique to VLN tasks: (1) The spa-
tial locality: In a panorama, we find that navigable views
and a few neighboring views are critical for successful navi-
gation. We design a weighting mechanism that significantly
reduces the number of views the encoder should process. We
also develop an efficient subgoal module that predicts nav-
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Figure 1. Our input-adaptive, efficient navigation method. We show on the left an agent navigating a visual environment upon a natural
language instruction. On the right, we provide a high-level overview of the three input-adaptive mechanisms we propose at different levels.
The shaded rectangles (embeddings) and squares (views) correspond to components that our method skips or zeroes out to improve efficiency.

igable views from laser scans, enabling compatibility with
continuous environments where such views are unknown to
the agent as priors. (2) The temporal locality: We find that
an agent encounters identical or nearly identical views in
consecutive navigation steps. We design a locality-sensitive
hashing algorithm to avoid computing these matching views
during navigation. (3) We lastly develop an algorithm for dy-
namically adapting the thresholds for an existing early-exit
method based on the locality to further reduce computations.

Third, we comprehensively evaluate our input-adaptive
navigation method on 7 VLN benchmarks across three pop-
ular agents. Our method reduces computations by up to 60%
with an average drop in SR of 11.7% in the standard set-
ting. In the more challenging continuous setting, it achieves
„86% savings with an even smaller 8% SR decrease. In con-
trast, baseline methods experience up to 33.6% performance
loss and fail to reduce computations. Our ablation study also
shows how a practitioner can configure our method for their
navigation environments and the factors we do not rely on.
Moreover, we examine the robustness of our method to natu-
ral visual corruptions that may occur during navigation (such
as lighting changes). We show that while both the baseline
and our method show a slight increase in the computations,
our approach loses 7–10% more performance.

2. Related Work
Vision-and-language navigation (VLN). Research in this
area has been supported by the development of high-quality
simulators such as Matterport3D [7] and Habitat [49], which
we leverage in our work. Agents developed towards this
challenging problem have ranged from earlier recurrent
models [1, 20] to more recent transformer-based mod-
els [10, 11, 29, 33, 37, 46, 58]. While recent agents achieve
superior performance, larger models combined with high-
fidelity panoramic observation and action spaces have led to
their increased complexity and higher computational costs

during inference. Our work is the first providing a tunable
trade-off between computational demands and accuracy.

VLN agents are studied in two environmental settings.
The first is discrete (standard) VLN, where agents teleport
between neighboring nodes in a known navigation graph
that provides candidate navigable views as an agent’s action
space. To circumvent the unrealistic assumptions of navi-
gation graphs, prior work [36] proposes continuous VLN,
where agents instead use low-level actions and estimate nav-
igable views using a sub-goal generation module. We empir-
ically achieve large computational savings in both settings.

Input-adaptive mechanisms for computational efficiency.
Prior work introduces two distinct mechanisms for input-
adaptive inference: adaptive neural networks (AdNNs) and
multi-exit architectures. AdNNs [19, 56] dynamically skip
certain blocks of the model to save computations during in-
ference. In contrast, multi-exit architectures [31, 34, 52, 61]
introduce an additional component to the model, such as
classifiers attached to each internal layer (early-exits), allow-
ing the model to preemptively stop running forwards once
stopping criteria are met. Both mechanisms demonstrate
computational savings while minimizing performance loss
in classification tasks (e.g., a 50% reduction in computation
at a utility loss of „10%). We use multi-exit architectures,
as AdNNs are limited to residual networks. Most multi-exit
architectures are developed for classification tasks and are
not compatible with VLN, where an agent utilizes visual
and/or language representations generated from encoders.
The closest work by Tang et al. [51] developed an adaptation
(MuE) to Transformer-based encoders, but despite our best
efforts, it does not provide any computational savings in
VLN tasks (shown in Sec 3.1). Similarly, Yue et al. [62] pro-
pose an early-exit strategy for MLLM-based embodied AI,
but do not address navigation tasks and focus on sequential
action predictions rather than spatio-temporal dependencies
in visual observations. A separate line of research explores
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methods for compressing models, such as quantization and
pruning. These methods are orthogonal to our study and can
be applied in conjunction with our method (see Appendix I).

3. Input-Adaptive Efficient VLN
3.1. Characterizing Overthinking in VLN
Computational bottleneck. The first step in designing an
efficient input-adaptive mechanism is to understand the com-
putational bottleneck of an agent during navigation. Because
no prior work has studied which component consumes the
most computational resources, we identify the bottleneck by
analyzing the GFLOPs of each component in HAMT using
the pre-trained agent on the R2R validation (unseen) set.

ViT BERT H-ViT CMT

GFLOPs (%) 99.50% 0.04% 0.07% 0.39%

Table 1. Component-wise computational demands. We run
HAMT on the validation (unseen) set of R2R.

Table 1 summarizes our result. BERT requires the least
computations (0.04%) as it is used only once at the beginning
of navigation to encode the human instruction. In contrast,
99.5% of the computations come from the ViT, which must
process 36 views per panorama at each navigation step. Con-
sidering that the remaining components, H-ViT and CMT,
only account for 0.46% of the total computations, we decide
to focus on the visual encoder. We note that while DUET
and VLN-CEœ BERT have different architectures, the image
encoder poses a similar bottleneck of at least 99.5%.
Existing mechanisms are ineffective for VLN. Next, we
examine whether existing input-adaptive inference methods
can provide computational savings in VLN. We find that
most approaches discussed in Sec 2 are incompatible with
VLN settings because they are designed for classification
tasks and not encoder models. Tang et al. [51] proposes an
input-adaptive strategy, MuE, tailored for encoder models.
MuE measures the cosine similarity between the output acti-
vations from two consecutive transformer layers to determine
when to stop a forward pass. If the cosine similarity becomes
greater than a predefined threshold, MuE stops forwarding
and skips subsequent layers. We test the MuE strategy on
the ViT model in HAMT and evaluate the performance and
GFLOPs of the agent on the validation (unseen) set of R2R.
Results. Table 2 shows our results for the original and MuE-
based HAMT agents. With an early-exit threshold of 0.998
(optimized for the best performance-efficiency trade-off, see
Appendix B), MuE reduces GFLOPs by 7% but significantly
degrades performance (up to 40%). The average GFLOPs
per step with MuE is 406.10, compared to 607.06 in the
baseline. However, despite the significant per step GFLOPs
savings, the total GFLOPs per trajectory increases because
the MuE agent takes more steps to complete each trajectory.

Method
Performance

GFLOPs(Ó)
TL(Ó) OSR(Ò) SR(Ò) SPL(Ò)

Base 11.53 74.29 66.16 61.49 4763.24
MuE 17.37 62.20 43.93 36.92 4409.62

Table 2. Performance and computational savings in HAMT with
MuE. Our adaptation of MuE leads to only marginal computational
savings at the cost of significant performance degradation.

In Figure 2, we analyze the factors contributing to the
performance loss and the limited computational savings. The
left figure compares the trajectories of the original HAMT
agent and HAMT with MuE. Both agents navigate to the
same position until t = 2. At t = 3, the original HAMT agent
correctly identifies the bathroom (green circle, top-right) and
navigates to its front. However, the MuE agent only takes a
small step forward and then continues to make incorrect steps
until reaching the step limit. For MuE, processing fewer
transformer layers led to an inaccurate understanding of the
visual surroundings. As shown in the bottom-right figures,
the bathroom remains visible across steps (t P r2, 10s), yet
the MuE agent fails to recognize it and makes suboptimal
decisions. Appendix B provides a further discussion on why
MuE fails when applied directly to VLN.

3.2. Our Methodology
Prior work on input-adaptive inference treats each input
independently. As a result, existing methods inherit the
one-size-fits-all philosophy: a model adopts a single set of
configurations, such as the early-exit threshold, for all inputs.
However, in dynamic settings, such as an agent navigating
the physical world, inputs are not independent and depend
on each other both spatially and temporally.

We introduce a novel input-adaptive inference method
harnessing this unique property—spatial and temporal de-
pendencies in the input. We first leverage spatial locality
(Sec 3.2.1): among the 36 views observed by an agent at
each step, we find that those close to navigable views—views
the agent can navigate to—are important. We then propose a
novel approach to assign the exit thresholds of an existing
input-adaptive inference method (Sec 3.2.2) for the non-
masked views to provide further computational savings. In
Sec 3.2.3, we exploit temporal locality: between panorama
views observed across steps, most views overlap and do not
require their forward passes to be run again. Finally, while
our methods are directly applicable to standard VLN agents
that navigate predefined traversal graphs, we also extend
them to the more practical continuous setting in Sec 3.2.4.

3.2.1. Harnessing spatial locality
Each panorama has 36 views, and the agent computes vi-
sual embeddings for each view at every navigation step. We
hypothesize that only navigable views are crucial for naviga-
tion. Intuitively, these views form the agent’s decision space,
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Instruction: Go into the house and immediately go left, you should see a bathroom on your left. Go into the bathroom.
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Navigable node
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Figure 2. Problems in employing existing input-adaptive methods in VLN. We show that employing existing strategies leads to
performance loss and an increase in computations. (Left) The increase in computations stems from inappropriate navigation actions, and
(Right) such decisions come from the inaccurate understanding of the visual world, e.g., the agent confuses where to navigate.

so the information they contain should suffice for choosing
the proper action. To test this hypothesis, we retain all nav-
igable views and mask the remaining views (setting them
to zero). This prevents the ViT from processing masked
views, reducing computation. We evaluate the effectiveness
of this approach with the HAMT agent on the validation
(unseen) set of R2R. We find that it results in an 84% gain
in efficiency but at the cost of a 33% reduction in SR.

……

……

Adaptive thresholding

𝑘-extension navigable view

Masking
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1.0 0.997 0.9960.996 0.997
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Figure 3. Our masking and thresholding. The top figure shows
how we mask non-navigable views, and the bottom figure shows
how we adaptively assign the exit thresholds of MuE.

To understand this issue, we analyze cases where masking
non-navigable views prevents the agent from reaching the
target. In Figure 3, processing only the navigable view
(4th from the left) may obscure whether the path leads to a
stairway. However, processing neighboring views increases
the likelihood of correctly recognizing the path.
k-extension. To address this, we extend the number of views
the agent processes near the navigable views by k. Let V
be the set of n navigable views, with each vi indexed by
t1, 2, . . . , nu. The k-extension V i

k for navigable view i is:

V i
k “ tvji |maxp1, i ´ kq ď j ď minpi ` k, 36q u,

where vji is a non-navigable view. The union of V i
k ’s gives

the views to process, leaving 36 ´ |Vk| masked. With a
careful calibration of k, we reduce the total computations by
2ˆ times while keeping the performance drop near 10%. In
our evaluation, setting k “ 4–6 offers the best trade-off.

3.2.2. Using adaptive thresholds as stopping criteria
On top of our k-extension, we design an adaptive mechanism
to early-exit extended views and further improve the speed-
up. As described in previous sections, we focus on MuE, the
only early-exit mechanism compatible with encoder models.
Using budgeted-batch inference. The current implemen-
tation of MuE processes each test sample with its input-
adaptive mechanism. However, this per-sample, anytime
strategy is incompatible with our scenario, where the agent
processes a batch of 36 views in a single panorama at once
with the ViT. While each view in the batch should ideally
exit at different layers, this per-sample approach forces all
the views to use the same exit layer. To address this issue,
we employ budgeted-batch inference [31]: each sample in a
batch uses “uneven” computations, meaning that processing
can stop at different layers for each sample, all within a set
computational budget. We assign a sufficiently large budget
so that the mechanism can handle the worst-case complexity,
where none of the samples utilize early stopping.
Our adaptive thresholding. In Sec 3.2.1, we find that nav-
igable views are most important, and a view’s importance
decreases with distance from navigable views. We thus de-
sign a mechanism to apply early-exit thresholds differently
based on the importance of each view. We propose a con-
cept, rank: low-rank views receive an aggressive (larger)
threshold, while high-ranked views receive a conservative
(smaller) threshold. Suppose we have a navigable view vi
at index i in a panorama and k is the number of extended
views near vi. We define the rank Ri,j of a non-navigable
view vj relative to vi as the difference between the indices
|j ´ i|. We do not process when Ri,j ě k, as views beyond
k are masked. We still fully process the navigable views to
retain performance. We then assign the exit threshold Ti,j

(the cosine similarity) for MuE as follows:

Ti,j “ T0 ¨ ep´A¨Ri,jq

where T0 is the initial threshold set to 1.0, A is the aggressive-
ness we set to 9ˆ10´4, and Ri,j is the rank computed above.
Note that the threshold decreases as the rank increases.
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3.2.3. Harnessing temporal locality
Our final insight is that during navigation, an agent will en-
counter similar views multiple times, leading to temporal
redundancy. For example, views at step i are similar to those
at step i ` 1. The agent may also revisit the same surround-
ings due to misleading navigation or encounter similar but
less important surroundings, such as ceilings or walls.

To reduce temporal redundancy, we employ locality-
sensitive hashing (LSH) to store and retrieve similar visual
representations, avoiding redundant processing. We use
SimHash [3, 8], which maps high-dimensional RGB views
to low-dimensional binary encodings via random projec-
tion. Given a view v and randomly initialized hyperplanes
thiuiPt1,...,nu, the algorithm determines which side of the
hyperplane v falls on via the dot-product of v and hi. If v is
on the top side of hi, SimHash assigns 1; otherwise, it is 0.
Similar views are then encoded as the same binary encoding
of length n, e.g., 010 . . . 1, which we use as a key to store
view-encoding pairs. Views mapped to the same key are
then reused if they are sufficiently similar, which we mea-
sure using their cosine similarity. To balance performance
and efficiency, we set n to 10 and the similarity threshold
to 0.85 and 0.95 for standard and continuous VLN, respec-
tively. Like early-exiting, we do not hash navigable views
and fully process them. Note that with our k-extension, we
limit the space complexity of caching by storing only a sub-
set of views. With this mechanism, we achieve an additional
2–4% computational savings with minimal utility loss. See
Appendix C for more details and storage overhead analysis.

3.2.4. Input-adaptive inference for continuous VLN
In continuous VLN [36], agents navigate 3D environments
without predefined traversal graphs, requiring them to pre-
dict navigable views. Existing agents [30, 35] address this
with subgoal generation modules (SGMs), which process
2D laser occupancy scans and encoded images to predict
navigable views. However, this conflicts with our input-
adaptive inference techniques, as the entire panorama must
be processed before identifying navigable views.

To solve this problem, we introduce a scan-only SGM
that predicts navigable views using only laser occupancy
scans. We use the U-Net SGM from Krantz et al. [35], but
remove image feature processing. Following their training
procedure, we minimize the Sinkhorn divergence [14] be-
tween predictions and ground-truth subgoals. Our scan-only
SGM achieves a validation loss of 0.63 on Matterport3D
scene data, the same as the original work. With the abil-
ity to predict navigable views prior to image encoding, our
methods become compatible with continuous VLN agents.

3.3. Putting All Together
Now, we describe how our three mechanisms are combined
to perform input-adaptive inference on a panorama. We show

Algorithm 1 Our Input-adaptive Navigation at Each Step
Input: a panorama P , navigable views V , visual encoder
fθ, hash table h, and the number of views to extend k
Output: a set of visual representations E for views in P

1: E Ð ∅
2: for i “ 1, 2, . . . , 36 do Ź Iterate over views in P
3: vi Ð P ris
4: if vi in V then
5: ei Ð fθpviq
6: E Ð E ` ei
7: else if i in k proximity of any views in V then
8: ei Ð hpviq
9: if ei does not exist then

10: j Ð the index of the closest navigable view
11: Ti Ð ComputeThreshold(Ri,j)
12: ei Ð RunMuEInference(vi, Ti)
13: h Ð AddToHashTable(h, vi, ei)
14: end if
15: E Ð E ` ei
16: else
17: E Ð E ` 0⃗

18: end if
19: end for
20: return E

the pseudo-code of our method in Algorithm 1:
(line 1-2) Initialize. It takes a panorama P and returns
the visual representations of its 36 component views. We
initialize the output E as empty and iterate over each view.
(line 4-6) Compute the representation of a navigable view.
If the currently chosen view vi is a navigable view, we fully
compute its visual representation ei and add it to the set E.
(line 7-15) Retrieve (or compute) the representation of
the extended views. In Sec 3.2.1, to improve the visual
understanding, we develop the k-extension. We process k
views on both sides (left/right) of a navigable view. If vi’s
representation is in the hash table h, we retrieve ei and add
it to E; otherwise, we compute ei. Note that the hash table
h is initialized at the first step of the navigation. To compute
ei, we determine vi’s rank Ri,j and decide the exit threshold
Ti. We run the inference with ViT, adapted for MuE, using
Ti and store the output ei into h and E.
(line 17) Skipping the masked view. If vi is neither a
navigable view nor in its k-extension, we store a zero-vector
and move on to the next view vi`1.

4. Evaluation

Datasets. Following prior work, we evaluate standard
VLN with six datasets: Room-to-Room (R2R) [1], R2R-
Back [10], R2R-Last [10], REVERIE [47], CVDN [53], and
SOON [66]. For REVERIE, we set k “ 6 for k-extensions
to minimize performance loss while ensuring a roughly 50%
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speed-up. For all other benchmarks, we achieve this using
k “ 4. To evaluate continuous VLN, we use R2R-CE [36].
VLN agents. We evaluate two off-the-shelf standard VLN
agents: HAMT [10] and DUET [11]. HAMT uses a ViT [16]
for vision, BERT [15] for language, and a hierarchical ViT
for temporal context, predicting actions via a cross-modal
Transformer. DUET also employs ViT and BERT but inte-
grates object features (e.g., bounding boxes) and separates
planning into global and local cross-modal encoders, fusing
their outputs for action prediction. For continuous VLN, we
use VLN-CEœ BERT [35], which uses ResNet-152 [26] for
visual encoding and BERT for recurrently processing visual
and language information and predicting actions.
Evaluation metrics. We evaluate navigation success using
four metrics from the prior work [10, 35]: (1) Trajectory
length (TL): path length of the agent in meters, (2) oracle
success rate (OSR): fraction of paths with at least one view-
point within 3 meters of the target, (3) success rate (SR):
fraction of final positions within 3 meters of the target and,
(4) success rate normalized by inverse path length (SPL): SR
normalized by the ratio between the shortest path length and
the predicted path length. For computational efficiency, we
measure the GFLOPs and wall time per navigation; however,
we prioritize GFLOPs as wall time depends on hardware and
software implementation (see Appendix D for details).

For REVERIE and SOON, additional object features are
used for navigation. We could not find the original feature
extraction implementations, so we use cached object features
and apply our strategy only to image feature extraction. We
then report the GFLOPs for image feature processing and
treat the cost of object feature extraction as a constant (C).
All other benchmarks do not use object features.

4.1. Effectiveness in the Standard VLN Setting
We evaluate our method in standard VLN with two agents,
six benchmarks, and five metrics described in Sec 4. We
compare with two baselines: no input-adaptive methods
(Base) and MuE, adapted for each agent to provide the opti-
mal performance-efficiency trade-off. For our method, we
present four variations: one with k-extension, two adding
mechanisms (`LSH, `thresholds), and one combining all.
Results. Table 3 summarizes our results for REVERIE,
which we prioritize because it is generally more challenging
than other benchmarks [10, 11]. Due to the page limit, we
show the full results for other benchmarks in Appendix D
and more combinations of mechanisms in Appendix E.

For REVERIE, applying all of our mechanisms saves 49–
62% computation (excluding object features) while maintain-
ing an SR loss between 16.4–22.6%; across all benchmarks
(see Appendix D), the average reduction in computations
is 56% with just a 11.7% drop in SR. We set the upper
limit for performance loss near 10–20% for most tasks, con-
sistent with prior work on input-adaptive inference meth-

Agent Method
Performance

GFLOPs(Ó)
TL(Ó) OSR(Ò) SR(Ò) SPL(Ò)

HAMT

Base 14.07 35.73 31.81 29.17 5434.71+C

MuE 18.13 22.92 13.83 10.10 4098.77+C

Ours (k-extension) 13.85 26.53 24.96 22.97 3121.20+C
Ours (k-extension+LSH) 13.84 26.53 24.96 22.97 2359.72+C
Ours (k-extension+thresholds) 13.25 26.44 24.60 22.82 2723.01+C
Ours (All) 13.22 26.47 24.62 22.85 2073.69+C

DUET

Base 22.49 51.46 47.09 33.54 6185.15+C

MuE 32.65 33.23 27.35 15.93 4888.35+C

Ours (k-extension) 21.43 46.58 41.81 29.29 3674.29+C
Ours (k-extension+LSH) 21.44 46.75 41.95 29.48 3381.45+C
Ours (k-extension+thresholds) 22.79 44.96 39.28 27.00 3399.44+C
Ours (All) 22.81 45.07 39.36 27.14 3145.92+C

Table 3. Effectiveness of our input-adaptive inference method
for standard VLN. We show our results on REVERIE for the
HAMT and DUET agents. Each cell contains the averaged metric
over the trajectories in the validation (unseen) set. C is the constant
cost of object feature extraction. For each metric and model, the
best result across the input-adaptive methods is bolded.

ods [31, 34, 39, 51, 61]. The naive adaptations of MuE only
provide 21.0–24.6% computational savings and experience
a significant performance drop of 41.9–56.5% in SR, as
expected from our initial investigation in Sec 3.1. Our k-
extension alone provides a 40.6–42.6% reduction in GFLOPs
with only a 11.2–21.5% drop in SR. If we apply the adaptive
thresholding (`thresholds), we achieve an additional 7.5–
12.8% computational savings, with a marginal performance
loss of „1–6%. Separately, combining the LSH with the
k-extension results in additional computational savings up
to 24.4%, with no performance loss (the SR even increases).

Method Performance GFLOPs(Ó)
TL(Ó) OSR(Ò) SR(Ò) SPL(Ò)

Base 10.59 51.88 43.23 36.53 18074.05

SGM 9.79 46.82 39.86 34.76 2396.54
SGM+LSH 10.32 45.79 37.14 31.95 1741.33

Table 4. Continuous VLN results. The performance and computa-
tional savings for the baseline and our efficient VLN-CEœ BERT
agents on the R2R-CE validation (unseen) set.

4.2. Effectiveness in Continuous Environments
We now study the effectiveness of our method in continu-
ous VLN. Unlike standard agents, VLN-CEœ BERT deter-
mines actions using only navigable views. With our scan-
only SGM, this allows the agent to entirely disregard non-
navigable views, eliminating the need for k-extensions. Ad-
ditionally, ResNet is incompatible with MuE, preventing the
use of our early-exit strategy. Therefore, we evaluate two
input-adaptive variants alongside the base agent: one using
our scan-only SGM and the other combining it with LSH.
Results. Table 4 shows our results on R2R-CE. We first find
that the baseline agent requires substantially more computa-
tions than agents in the standard VLN setting. This is primar-
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ily because viewpoints are higher resolution (3 ˆ 480 ˆ 640
versus 3 ˆ 224 ˆ 224), therefore requiring more GFLOPs
to process through the visual encoder. Performance is also
lower, as R2R-CE is far more challenging than its discrete
counterpart [35]. Despite this, our proposed techniques of-
fer large computational savings with minimal performance
drop. When applying our scan-only SGM (SGM) to VLN-
CEœ BERT , we achieve an 87% reduction in GFLOPs while
SR only drops by 8%. By predicting the navigable view-
points before encoding them, our agent adaptively processes
only the navigable views instead of the entire panorama.
This results in just 5 out of 36 views being processed per
navigation step, on average. Computations are reduced by
„90% by incorporating LSH (+LSH); however, as we find
in Sec 3.2.1, navigable views are more critical to navigation,
so caching them leads to a larger SR drop of 14%.

4.3. Sensitivity to Our Method’s Configurations
Next, we assess the sensitivity of our method’s computa-
tional savings to its configurations. Our method’s effective-
ness depends on three key configurations: the number of
extended views (k), the adaptive thresholds set based on
the extension, and the similarity measure used in our LSH
mechanism. Here, we show our results for R2R.

k
Performance

GFLOPs(Ó)
TL(Ó) OSR(Ò) SR(Ò) SPL(Ò)

- 11.53 74.29 66.16 61.49 4763.24

1 15.38 70.20 54.32 46.96 1250.65
2 13.67 70.84 58.19 51.99 1554.82
3 12.94 71.60 60.20 54.60 1793.76
4 12.52 71.90 61.17 55.63 2013.48
5 12.19 71.99 62.32 57.08 2216.34
6 11.89 71.99 62.84 57.94 2414.46

Table 5. Performance and computational savings across differ-
ent k values. We evaluate with the HAMT agent in R2R.

Number of extended views k. Table 5 shows performance
and GFLOPs across k P r1, 6s. As k decreases, the agent
processes fewer views in each panorama, yielding 49–74%
computational savings at a 5–18% performance cost. Sur-
prisingly, with k “ 1, we save 74% of GFLOPs while only
sacrificing 18% in performance (SR). We choose k such that
an agent processes approximately half of the total views in
each panorama; this results in k “ 4–6 for the benchmarks
we consider. Given that this strategy provides 50% computa-
tional savings across all benchmarks, even when the average
number of navigable views per panorama is not used to set
k, we believe the strategy is transferable to new settings.
Early-exit thresholds. We also analyze the impact of the
early-exit threshold T by varying the aggressiveness factor
A from 0.0 to 0.0022; the threshold decreases as a view
becomes farther from a navigable view. Table 6 shows that
increasing aggressiveness improves computational efficiency

Thresholds T Performance
A R1,j R2,j R3,j R4,j TL(Ó) OSR(Ò) SR(Ò) SPL(Ò) GFLOPs(Ó)

0 1.0 1.0 1.0 1.0 12.52 71.90 61.17 55.63 2013.48
0.007 1.0 1.0 1.0 0.997 12.57 71.60 60.96 55.32 1973.23
0.009 1.0 1.0 0.997 0.996 12.87 71.95 60.41 54.5 1917.61
0.015 1.0 0.997 0.996 0.993 13.44 70.67 57.98 52.09 1848.89
0.022 0.997 0.996 0.993 0.990 14.61 70.29 55.60 48.56 1768.85

Table 6. Performance and computational savings across dif-
ferent early-exit thresholds. We set the aggressiveness A within
[0.0, 0.022]. Note that we round the threshold to 3 decimal places
and set any thresholds greater than 0.998 to 1.0 as ViTs with these
thresholds will use full computations.

but reduces performance. Using A ą 0.009 causes an SR
drop of over 10%, so we set A “ 0.0009.
Using different similarity metrics. In Sec 3.2.3, our pri-
mary metric for computing similarity between views is co-
sine similarity. We explore whether employing different
similarity metrics can further enhance the effectiveness of
our method. To evaluate this, we test four additional met-
rics: visual features extracted from ViT’s first-layer activa-
tions, SSIM [57], FSIM [63], and LPIPS [65]. We also test
SURF [5] and SIFT [41] in Appendix G, but they fail to
match visually similar views in consecutive navigation steps.

Similarity Metrics
Performance

GFLOPs(Ó)
TL(Ó) OSR(Ò) SR(Ò) SPL(Ò)

Cosine similarity (Ours) 12.87 71.95 60.41 54.50 1917.61

ViT (1st layer activation) 12.89 71.99 60.41 54.59 1966.95
SSIM [57] 12.87 71.95 60.41 54.57 1934.48
FSIM [63] 12.88 71.95 60.45 54.58 1937.73
LPIPS [65] 12.87 71.95 60.49 54.62 1925.15

Table 7. Impact of employing different similarity metrics in
LSH. We experiment with the HAMT model in R2R.

Table 7 shows our results. Across the board, we observe
only a marginal difference between the similarity metrics.
We see a performance increase of 0.16–0.22% at the cost of
a 2.6% increase in computation. The largest increase in com-
putation comes from obtaining the intermediate activation
from ViT. The results indicate that our method is not depen-
dent on the choice of similarity metrics, studied so far in
prior work. We also manually analyzed views deemed simi-
lar by these metrics, finding most to be identical or having
slight variations, e.g., plain walls with lighting differences.

4.4. Robustness to Natural Visual Corruptions
Following recent work [9], we evaluate the robustness of our
method’s efficiency to practical visual corruptions: Spatter,
Defocus Blur, Speckle Noise, Low Lighting, and Motion
Blur. Figure 5 shows an example of the most distinct ones.
We apply each corruption to the entire validation (unseen) set
of R2R, using the corruption framework by Chattopadhyay et
al. [9]. We set the severity to 3 out of 5, because setting it
above 3 causes excessive distortion to the views, which does
not reflect the realistic corruptions an agent would encounter.
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Baseline VLN

Instruction: Walk past the towel rack on the right. Exit the bathroom, 

and walk through the closet. Make a left at the bed, and walk to the 
open bedroom door. Wait at the top of the stairs.

t = 6

t = 7 (stop)

t = 6

t = 8

t = 7

…

Our VLN

Figure 4. Comparison of baseline and our agent trajectories under Spatter corruption. We demonstrate that our agent fails to stop at
the target location, resulting in incorrect navigation (Right), whereas the baseline agent successfully stops as instructed (Left).

Clean Motion Blur Speckle Noise Low Lighting

Figure 5. Examples of the visual corruptions we consider.

Agent Corruption Performance
TL(Ó) OSR(Ò) SR(Ò) SPL(Ò) GFLOPs(Ó)

HAMT

None 11.53 74.29 66.16 61.49 4763.24

Spatter 13.30 69.82 58.71 52.91 5227.36
Defocus Blur 13.87 66.50 55.21 49.32 5383.35
Speckle Noise 13.60 62.88 51.68 46.02 5345.07
Low Lighting 12.15 71.31 62.58 57.23 4903.06
Motion Blur 12.41 68.20 59.13 54.01 4996.64

Ours

None 12.87 71.95 60.41 54.50 1917.61

Spatter 16.09 67.01 49.04 41.53 2201.19
Defocus Blur 16.22 63.69 49.21 41.73 2082.57
Speckle Noise 18.11 61.43 40.87 33.60 2342.67
Low Lighting 15.27 69.90 52.58 45.33 1516.50
Motion Blur 14.47 65.47 52.96 46.52 1986.50

Table 8. Robustness evaluation of baseline HAMT and efficient
HAMT under visual corruptions. We evaluate both models on
R2R under clean conditions and five types of visual corruption.

Results. Table 8 summarizes our findings from evaluating
the HAMT agent on the R2R benchmark. We first observe
that applying our method to a VLN agent reduces its perfor-
mance and computational savings compared to the original
agent. Across the five corruptions, the HAMT agent shows
5.4–21.1% reductions in performance, while our agent un-
dergoes 12.3–31.3% reductions. GFLOPs increase by 2.9–
13.0% in HAMT, while we show an increase of 3.6–20.9%.
Per corruption, we find that both agents are most resilient to
Low Lighting and least robust to Speckle Noise. This aligns
with the findings of prior work [9]. HAMT and DUET use
visual encoders pre-trained on ImageNet-1K, meaning they
inherit the susceptibility of these ImageNet encoders to vi-
sual corruptions. This finding highlights the importance of
studies on enhancing the robustness of visual encoders to
natural corruptions [22, 27, 67], which could improve the
robustness across various VLN agents.

Interestingly, while our agent experiences a large drop
in SR, the impact on OSR is notably smaller. To uncover
why, we manually analyze R2R trajectories. Figure 4 shows
a representative path for both agents. Our agent consistently
overshoots the target, whereas the baseline stops correctly.
The agent should stop at the top of the stairs, but instead
moves past them into an adjacent room and continues turning
until reaching the step limit. This indicates that our agent can
navigate to the target, but struggles to stop in the presence
of visual corruption; thus, we hypothesize that our approach
mainly affects recognition rather than navigation itself.

To test improving the robustness, we apply a median fil-
ter (kernel size of 5) to denoise corrupted images. On the
most impactful corruption Speckle Noise, we recover SR by
17.9% and reduce GFLOPs by 6.1%. This indicates that de-
noising is a promising direction for enhancing performance
in corrupted environments; as robustness is a separate area
of research, we leave further investigation as future work.

5. Conclusion

We propose an input-adaptive inference method to mitigate
overthinking in vision-and-language navigation (VLN) and
achieve computational efficiency. Unlike the overthinking
problem in conventional domains, such as object recognition
or natural language comprehension, addressing overthinking
in VLN presents three unique challenges: (1) How can we
leverage spatial locality in views observed by an agent at
a navigation step? (2) How can we reduce temporal redun-
dancy across the agent’s navigation steps? (3) How can we
use the mechanisms designed to address the two challenges
to adaptively set early-exit thresholds of an existing method?
We present three novel techniques to address them individu-
ally. In our evaluation, we demonstrate a 2–7.5ˆ reduction
in computations while preserving performance across seven
VLN benchmarks. Moreover, we assess the robustness of our
approach under various visual corruptions that may occur in
practice, and identify challenges to address for future work.
We hope this work inspires future research on developing
efficient (and robust) VLN algorithms and promote their
widespread adoption in real-world settings.
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