This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.

Online Language Splatting

Saimouli Katragadda', Cho-Ying Wu?, Yuliang Guo®*, Xinyu Huang?, Guoquan Huang!, Liu Ren?
!"University of Delaware, 2Bosch Research North America & Bosch Center for Artificial Intelligence (BCAI)

{saimouli, ghuang}@udel.edu

{Cho-Ying.Wu,yuliang.guo2, xinyu.huang, liu.ren}@us.bosch.edu

Replica Dataset

Ours: 0.8 s/frame

RGB

“Tablet”

) &N

LangSplat

Ours

LangSplat: 2.8 min/frame

( TUM Dataset )

= =1 Ground-Truth
I___! (GT)Box
Maximal Feature
Response

Figure 1. We introduce an online language splatting framework that incrementally constructs a 3D Gaussian-based language feature map
using 3D Gaussian Splatting within a SLAM framework. Results are compared to the offline state-of-the-art LangSplat [36] across two
datasets, presented in two panels. For each panel, the left column displays rendered language feature maps, and the right column shows
target localization results. Our method not only outperforms in localization accuracy, but also achieve more than 40 x improved efficiency.

Abstract

To enable Al agents to interact seamlessly with both humans
and 3D environments, they must not only perceive the 3D
world accurately but also align human language with 3D
spatial representations. While prior work has made signifi-
cant progress by integrating language features into geomet-
rically detailed 3D scene representations using 3D Gaus-
sian Splatting (GS), these approaches rely on computa-
tionally intensive offline preprocessing of language features
for each input image, limiting adaptability to new environ-
ments. In this work, we introduce Online Language Splat-
ting, the first framework to achieve online, near real-time,
open-vocabulary language mapping within a 3DGS-SLAM
system without requiring pre-generated language features.
The key challenge lies in efficiently fusing high-dimensional
language features into 3D representations while balancing
the computation speed, memory usage, rendering quality
and open-vocabulary capability. To this end, we innova-
tively design: (1) a high-resolution CLIP embedding mod-
ule capable of generating detailed language feature maps
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in 18ms per frame, (2) a two-stage online auto-encoder that
compresses 768-dimensional CLIP features to 15 dimen-
sions while preserving open-vocabulary capabilities, and
(3) a color-language disentangled optimization approach
to improve rendering quality. Experimental results show
that our online method not only surpasses the state-of-the-
art offline methods in accuracy but also achieves more than
40x efficiency boost, demonstrating the potential for dy-
namic and interactive Al applications.

1. Introduction

Radiance Fields [17, 32, 39] have emerged as a transforma-
tive technology for 3D scene representation. Among them,
3D Gaussian Splatting (GS) [17] has become particularly
popular due to its high rendering quality and efficiency in
differentiable rendering research. While radiance fields pro-
vide detailed geometric and textured 3D representations for
photorealistic image rendering, they lack the semantic in-
formation necessary for interaction with humans.

The integration of language features into 3D scene rep-
resentations has recently enabled open-vocabulary language
queries, improving both interpretability and interactivity in
human-computer interaction [18, 36, 42, 60]. For example,
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LangSplat [36] embeds CLIP-based language features [37]
into 3DGS, including both RGB and language channels per
Gaussian. However, existing Lang-GS methods typically
rely on computationally intensive preprocessing to gener-
ate pixel-wise language features using multimodal founda-
tion models like SAM+CLIP, which can require minutes per
frame. This substantial computational overhead limits their
applicability to offline scenarios, where language features
must be precomputed for each frame.

While offline language mapping is sufficient for static,
predefined environments, many real-world applications de-
mand immediate scene understanding. For instance, a ser-
vice robot entering a new environment must quickly per-
ceive the 3D surroundings to follow commands, and aug-
mented reality (AR) systems need to deliver instant, inter-
active feedback as users explore new spaces. Recent ad-
vancements in combining Gaussian Splatting with online
mapping [6, 9, 15, 27, 56] have enabled detailed geometric
and textured maps to be created in near real-time. How-
ever, these approaches do not incorporate language fea-
tures, focusing solely on geometry and texture. Alterna-
tively, methods that use pre-annotated ground-truth seman-
tic maps [13, 21, 22] simplify the problem but are limited to
closed-vocabulary settings, lacking the flexibility required
for open-vocabulary commanding.

The key challenge in online 3D language mapping lies
in efficiently integrating language features into 3D repre-
sentations while preserving open-vocabulary capabilities.
To address this, we introduce Online Language Splat-
ting, the first framework to achieve near real-time, open-
vocabulary 3D language mapping within a SLAM-GS sys-
tem, eliminating the need for pre-generated language maps.
Fig. | illustrates the proposed framework. In particular,
our method addresses three core sub-challenges: (1) Real-
time High-Resolution CLIP Embedding: Since offline,
segment-centric CLIP feature preparation is a major run-
time bottleneck, we replace it with a single-stage CLIP
embedding and a Super-Resolution Decoder (SRD) mod-
ule, enabling the generation of detailed, pixel-aligned CLIP
maps in 18 ms per frame (Sec. 4.1). (2) Open-Vocabulary-
Preserving Feature Compression in Novel Scenes: Un-
like offline methods, which allow feature compression mod-
ules to be trained on the test scene, online methods rely
on a pre-trained feature compressor to operate directly
on unseen data. However, due to domain gaps, a sin-
gle pre-trained autoencoder may struggle to maintain open-
vocabulary capabilities when compressing CLIP features
for online mapping. To address this online-specific gener-
alization challenge, we introduce a two-stage autoencoder,
where the second stage, an Online-Learned AutoEncoder
(OLAE), dynamically adapts to the dominant data variance
of the current scene. This further reduces feature dimen-
sions while preserving critical information (Sec. 4.2). (3)

Color-Language Optimization: Existing Lang-GS sys-
tems jointly optimized color and language using the same
GS parameters, but these modalities inherently prefer dis-
tinct GS parameters (see Fig. 4). Prior work [36, 42, 60]
jointly optimized RGB and language using shared GS pa-
rameters, which failed to achieve optimal performance for
either modality. To address this, we disentangle RGB and
language backpropagation paths, designing a set of separate
GS parameters to effectively render high-quality outputs for
both modalities (Sec. 4.3).

Building on these designs, our extensive experiments
demonstrate that our approach not only surpasses prior
state-of-the-art (SoTA) offline Lang-GS methods in text-
queried 2D and 3D object localization and segmentation but
also delivers a 40x to 200x boost in efficiency.

In summary, the main contributions of this paper include:
* We introduce the first near real-time, open-vocabulary,

online language splatting framework, enabling flexible in-
teraction with human language.

» We tackle key challenges in online language splatting by
proposing a real-time high-resolution CLIP embedding,
an open-vocabulary-preserving feature compressor, and a
color-language disentangled optimization strategy.

* Through comprehensive evaluation, we demonstrate that
our method outperforms prior state-of-the-art offline ap-
proaches across most of key metrics while achieving over
40x efficiency gains.

2. Related Work

2.1. SLAM with Differentiable Rendering

Dense visual SLAM builds 3D maps in an online fash-
ion, typically using classical representations such as voxel
grids [5, 28, 29, 33, 52], Octrees [47, 48, 55], or point
cloud [1, 2, 16, 40, 41, 53]. In recent years, differen-
tiable rendering has gained popularity in SLAM, enabling
the joint optimization of camera poses, maps, and implicit
representations such as neural fields [11, 14, 39, 45, 49,
61] or explicit 3D Gaussians [0, 9, 10, 15, 27, 35, 56]
with manageable computational overhead. In particular,
MonoGS [27] introduces a highly efficient pipeline for on-
line camera tracking and mapping with high-quality render-
ing [9], leveraging CUDA-based gradient updates to opti-
mize camera poses. While these methods excel in render-
ing quality and accurate camera pose estimation, they focus
solely on geometric and photometric optimization. We em-
phasize that our approach complements existing SLAM-GS
methods [15, 27, 35] by introducing a novel capability: 3D
open-vocabulary language mapping, extending the utility of
SLAM-GS systems for more interactive applications. For
further details refer to [3].

2.2. Language 3D Gaussian Splatting

Lang-GS methods [36, 42, 60] have recently emerged to in-
tegrate language mapping into the GS framework. Given
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Figure 2. Online Language Splatting Pipeline. Our pipeline integrates 3D Gaussian Splatting with SLAM, using 3D Gaussians as the
sole mapping elements. Left: During training, raw images are processed through a High-Resolution (HR) CLIP embedding module,
which generates HR language features in real-time. These features are compressed via a two-stage CLIP compression module into low-
dimensional maps for efficient optimization while preserving open-vocabulary capabilities. RGB and language parameters are optimized
separately through disentangled optimization to accommodate distinct preference in update 3D Gaussian map. Right: At inference, the
rendered low-dimensional language map undergoes a two-stage decoding process to reconstruct the full-resolution CLIP feature map,

enabling open-vocabulary queries to locate target objects.

the effectiveness of GS, embedding both language features
and RGB channels into 3D Gaussians has been shown to
outperform previous NeRF-based methods [18] in both ac-
curacy and rendering efficiency. However, most of these
methods rely on offline-prepared language maps generated
by SAM+CLIP, leading to significant processing time for
open-vocabulary segmentation. Some GS-SLAM meth-
ods [13, 21, 22] support semantic map rendering but sim-
plify the task by using dataset-provided semantic maps as
ground truth. This approach limits them to closed vocabu-
laries, contradicts the online nature of SLAM, and reduces
adaptability to new scenes. In contrast, our method is the
first to achieve online open-vocabulary 3D language map-
ping, enabling seamless adaptation to novel environments.

2.3. Open-Vocabulary Detection and Segmentation

Open-Vocabulary Detection (OV-D) and Segmentation
(OV-S) have gained traction with the advent of CLIP [37]
and large vision-language models, enabling natural lan-
guage prompts for querying. OV-D typically employs
a large backbone encoder and probing heads to predict
bounding boxes and classes based on cosine similarity with
text embeddings [4, 20, 25, 30, 31, 51]. OV-S is more chal-
lenging, requiring fine-grained masks and pixel-level se-
mantics. The encoders for vision-language models gener-
ally suffer from limited bottleneck feature resolution [34,
37]. Many OV-S approaches [23, 36, 38, 46, 50, 57, 58] use
class-agnostic mask generation via proposal networks or
SAM [19], followed by vision-language model processing
on proposal regions. However, these methods are computa-
tionally intensive and unsuitable for online applications. As

a consequence, offline Lang-GS methods [36, 42, 60] adopt-
ing SAM-based CLIP input typically takes several minutes
per image on high-end GPUs to label language field ground-
truth. In contrast, we adopt a highly efficient OV-S encoding
approach [54] that directly embeds CLIP features into the
network’s bottleneck feature map at a low spatial resolution.
To overcome the spatial resolution for precise 3D language
mapping, our proposed SRD module not only reconstructs
high-resolution CLIP maps but operates in real-time.

3. Preliminaries

3DGS and Rendering In 3D Guassian fields, each Gaus-
sian G;, 4 € [1, ] is represented by its 3D world-coordinate
positions p; € R3, covariance matrix ¥; € R3*3, colors
c; € R3, and opacity o; € R. We drop spherical harmon-
ics the same as in the prior online 3DGS [15, 27, 56]. The
pixel color C' is rendered by front-to-back composition of
overlapping Gaussians sorted by depth:
1—1
C = ZciaiH(l—aj) =: ZciaiT (1
iEN j=1 i€EN

where T' denotes the transmittance. Note that opacity «;
is after decay by the Gaussian function w.r.t. projected 2D
Gaussian: pop = KPp, Xop = JRERTIT, where K is
the camera intrinsics, P is the world-to-camera projection
matrix, R is the rotation, and J is the Jacobian of the affine
approximation of the projective transformation.

SLAM Tracking and Keyframing We adopt tracking
and keyframing mechanism in MonoGS [27]. For each
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tracked frame, current camera pose is optimized with ap-
pearance and geometry loss.

L=XC"—C% +(1-N\|D" - D%, ®)
where C" and D" are rendered image and depth by alpha
composition in Eq. (1). (For depth rendering, the color term
is replaced by z-direction distance at the center of a Gaus-
sian.) Tracked frames are selected as keyframes within a
local window after a co-visibility check, ensuring sufficient
novel regions are visible in each keyframe and avoiding re-
dundant optimization. For each keyframe, new Gaussians
are created in the 3D maps with g initialized by back-
projecting depth to cover the areas. The 3DGS parameters
are optimized by the maintained keyframe window with ap-
pearance and geometry loss Eq. (2) plus scale-isotropic reg-
ularization to prevent serious needle-like artifacts.

Multi-Channel Optimization Prior work (e.g., [36]) that
embeds semantics or language features into 3DGS caches
additional channels per Gaussian. The language map ren-
dering follows alpha-blending Z_ru}es:

F=Y fiai [[(1-ay), 3)

where f; € R3 is langﬁ{ge fedfure in each Gaussian. Dur-
ing the backward pass, language gradients are entangled
with color and depth gradients:

oL 0L 0C  0LAOD 0L OF

da: ~ 9C 0oy T 0D 9y | OF oo’ @
where the loss £ is based on Eq.(2) with an additional

L1 loss using groundtruth language maps via SAM+CLIP.
Some works [13, 21, 22] use gradients in Eq.(4) to train
with multi-modality online. To not let language features in-
terfere with color Gaussians, LangSplat’s offline optimiza-
tion first trains color Gaussians on the whole sequence with-
out the last gradient term, and in the second stage they use
the last term to pass gradient to only train language features.

4. Online Language Splatting

Our approach enables near real-time, high-resolution,
Open-Vocabulary (OV) language mapping within a
3D Gaussian Splatting (3DGS) framework, facilitating
language-driven spatial understanding for robotics and AR
applications. As shown in Fig. 2, our pipeline consists of
three main components during the training and optimization
phase, addressing the key challenges outlined in Sec. 1.
The pipeline begins with standard RGB-D SLAM in-
put streams. Color images are processed through a pixel-
wise CLIP encoder to generate low-resolution language
features. These features, combined with hierarchical en-
coder outputs, are then refined by a Super-Resolution De-
coder (SRD) to produce pixel-aligned, high-resolution lan-
guage maps. Next, the CLIP Compression module, im-
plemented as a Two-Stage Autoencoder, significantly re-
duces the dimensionality of CLIP features for efficient on-
line mapping while preserving essential information for OV

Low Resolution High Resolution
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r==1 Ground-Truth
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Figure 3. Importance of Feature Map Resolution. Top: Com-
pared to the Low Resolution (LR) query heatmap from the pixel-
wise encoder output (left), the High Resolution (HR) heatmap
from SRD output (right) improves localization and differentiation.
Middle & Bottom: Query heatmaps from rendered maps after GS
mapping. GS mapping from LR exhibits feature bleeding, while
mapping from HR preserves structural details, better localization.

queries. The second stage, an Online-Learned Autoencoder
(OLAE), further enhances generalization to novel scenes.
Finally, Disentangled Optimization separates gradient flows
for color and language, enabling independent optimization
of Gaussian parameters. This improves rendering quality
across both modalities. During inference, the rendered low-
dimensional language map can be passed through the Two-
Stage Autoencoder to reconstruct full CLIP features, allow-
ing OV queries for locating target objects.

4.1. High-Resolution CLIP Embedding

Unlike offline methods that require multiple passes and
complex mask generation, our approach leverages a
ConvNeXt-based pixel-wise CLIP Encoder [54] to gener-
ate a coarse CLIP embedding map, which is then refined
by a lightweight Super-Resolution Decoder (SRD) to pro-
duce dense, high-quality language maps. This design pre-
serves conceptual integrity while enabling real-time oper-
ation. The SRD takes a coarse CLIP map along with the
intermediate outputs from layers 1 and 2 of the pixel-wise
encoder as inputs, progressively enhancing the CLIP fea-
ture map resolution through two convolutional upsampling
blocks that align with hierarchical encoder features. The
detailed architecture is illustrated in Supplemental Fig. 8.
The Super-Resolution Decoder (SRD) is trained with su-
pervision from offline high-resolution CLIP feature maps.
Following a procedure similar to [36], we generate high-
resolution language features to serve as training labels for
our lightweight SRD. Our training is not restricted to a spe-
cific dataset, as we only require diverse images to cover a
broad range of concepts without relying on their original
annotations. When training images encompass diverse con-
cepts (e.g., COCO [24]), and our training focuses on the
simplified task of upsampling the feature map, the OV ca-
pability of the CLIP features is expected to be preserved.
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The resulting high-resolution CLIP embedding module
(pixel-wise CLIP Encoder + SRD) operates highly effi-
ciently, achieving a runtime of 18 ms on an RTX-3090 GPU
while using only 1.6 GB of GPU memory. The SRD sub-
module contributes only 2 ms to this runtime, significantly
improving feature quality with minimal overhead. These
enhancements in turn result in improved accuracy and IoU
(see Table 1, Fig. 7). The benefits of high-resolution CLIP
maps are further illustrated at the feature level in Fig. 3.

Note that our SRD design shares certain similarities with
FeatUp [8], as both approaches focus on upsampling fea-
ture maps. However, unlike their unsupervised method, we
employ a simpler and more efficient strategy by using hi-
erarchical feature supervision to guide upsampling in a su-
pervised manner. Our approach not only enhances accuracy
for high-resolution images but also improves computational
efficiency (see supplemental Fig. 11 for comparison).

4.2. Two-Stage Online CLIP Compression

Since CLIP features are high-dimensional (768) vectors, a
key challenge is how to effectively compress them to enable
real-time integration while preserving OV capabilities.

To address this, we first develop a generalized language
compressor that exploits the inherent redundancy in lan-
guage feature embeddings. Using diverse images from a
large dataset (e.g., COCO), we train a simple autoencoder
baseline with a multi-layer MLP to compress the dimen-
sionality from 768 to a 32-dimensional code. This code
size is carefully chosen to balance semantic preservation
and data compression. Due to the domain gap between the
pretraining dataset and the test scenes, the output dimension
cannot be too low, as excessive compression may compro-
mise OV capabilities when applied to new domains. Sup-
plemental Table |1 provides a detailed analysis of code size
selection and its impact on performance.

While the generalized language compressor effectively
reduces dimensionality, the resulting code size remains
too large for efficient integration into an online Lang-GS
framework. To further compress the CLIP feature while
preserving their OV capability, we introduce an Online-
Learned AutoEncoder (OLAE) as a second-stage com-
pressor, which adapts dynamically to testing scenes by com-
pressing features into a smaller 15-dimensional code. This
adaptation is based on the observation that data variance
within a specific scene can often be captured by fewer di-
mensions, allowing less relevant directions from the gener-
alized model to be disregarded. The OLAE starts with an
initial training phase of 200 iterations (6 ms/iter) and incre-
mentally updates using selected keyframes. For each iter-
ation, two additional random keyframes are incorporated,
ensuring retention of previously learned features and pre-
venting catastrophic forgetting. By combining a general-
ized compressor (for broad vocabulary preservation) and an
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Figure 4. Color optimization alone vs. color-language joint op-
timization. Adding language channels leads to sub-optimal ren-
dering quality with much different Gaussian maps.

online-learned compressor (for scene adaptability), our ap-
proach maintains OV capabilities while significantly reduc-
ing memory cost, making real-time applications feasible.

4.3. Color-Language-Disentangled Optimization

One of the key challenges in online 3DGS is how to op-
timizing color and language modalities in the meantime.
Prior methods like LangSplat use additional channels in
each Gaussian to represent language features, as described
in Sec. 3. Colors and language modality share the com-
mon 3DGS parameters, including «, @, and 3 (or the
same scale S and rotation R). However, we find that shar-
ing the common parameters will lead to suboptimal perfor-
mance for both colors and language. To verify, we visual-
ize the Gaussian fields for training colors alone and jointly
optimizing RGB-L channels in Fig. 4. The color render-
ing deteriorates when jointly optimizing RGB-L. Observ-
ing Fig. 4, we find that this is because language features
tend to stretch Gaussian scales and apply different rotations.
Unlike color appearance with textural details, language fea-
tures are homogeneous, such as wall areas are associated
with the same language codes. Therefore, language Gaus-
sians prefer much different GS parameters from RGB.

Losses of color and language are chained to the same
GS parameters by Eq. (4), where 9L/0«; further back-
propagates to u, R, S. However, if using different sets of
whole GS parameters, the number of Gaussians can be high
and takes up the memory, but the key rendering contribu-
tors could still be sparse. To efficiently represent colors and
language, we adopt multi-mode R, S, and « for colors and
languages, and they still share the same p in each Gaussian
to prevent Gaussian duplication. The color and language
rendering become

i—1
C*Zczafn (1-aj), F= Zfl le—a 5)
and for depth re;derlng we use a The back -propagation
becomes

oL _ 9L oC
das  9C dat

oLop oL oL oF o
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where script ¢/f denotes different modes. We empiri-
cally simplify the back-propagation path to 9L/0u?P by
only computing 9L/0a§ x daf/Ou?P without language.
MonoGS [27] further computes gradients to camera poses
(P) by 0u?P /OP and 0X2P /0P, and we also drop the
language part and only use color mode’s mean and covari-
ance for camera poses. For co-visibility check in keyfram-
ing, we require both colors and language are with sufficient
novel areas to join as keyframes. To prune a Gaussian, we
also require both o and af are below a threshold. Last, to
not let language mode learn skewed scales, we add a loss
1S/ — 8¢, |, where | denotes stop gradient.

5. Experiments

Baselines. Since we introduce the first online Language
Gaussian Splatting (Lang-GS) method, we primarily com-
pare our approach to state-of-the-art (SoTA) offline Lang-
GS methods, including LangSplat [36], Feature3DGS [60],
and LEGaussian [42]' in text query-based object localiza-
tion. Additionally, to demonstrate that integrating language
mapping does not degrade SLAM system performance, we
compare our method against SOTA SLAM-GS approaches
in image rendering and camera pose tracking, including
MonoGS [27], SplaTAM [15], and RTG-SLAM [35].
Datasets. We conduct evaluations on two widely used
datasets for the SLAM setup: the synthetic Replica [43] and
the challenging real-world TUM RGB-D [44], both qualita-
tively and quantitatively. In Replica, we evaluate the top 10
most frequent classes, sampling 21 frames randomly from
each sequence as test frames. In TUM RGB-D, we man-
ually annotate test frames to create ground-truth masks for
language queries, serving as evaluation targets. In train-
ing, we utilize COCO [24] and Omnidata [7] datasets due
to their diverse range of concepts, ensuring broad general-
ization across various scenes and objects.

Evaluation Metrics. To assess object localization via text
queries, we follow LangSplat to use mloU and localiza-
tion accuracy (Loc) on rendered language maps. Localiza-
tion is considered successful if the highest-relevancy pixel
falls within the ground-truth bounding box. To evaluate im-
age rendering quality, we use PSNR, SSIM, and LPIPS,
while camera pose tracking is assessed via ATE RMSE,
following the evaluation protocol in [27]. We exclude the
post-stage global refinement for strict online requirements.
Each method’s runtime is measured by per-frame process-
ing time. Besides these known metrics, we also evaluate

'LEGaussian’s reported Replica results are based on re-annotated and
simplified groundtruth. We re-evaluate it for fair comparison.

Table 1. Comparison to Lang-GS SoTA on Replica. Our method
is compared to the SOTA Lang-GS methods on the Replica dataset
in terms of image-based localization accuracy and per-frame run-
ning time. We also analyze the impact of key introduced modules,
including Super-Resolution Decoder (SRD) in CLIP Embedding
and Online Learning of AutoEncoder (OLAE) in feature compres-
sion. The variants without OLAE train a single AE from other
scenes in Replica Dataset.

Method Modules Query Loc. Time
SRD OLAE | mIOU Loc
LangSplat [36] — - 0.417 0.720 | 2.8 min/fr
Feature3DGS [60] - — 0.359 0.755 | 2.3 min/fr
LEGaussian [42] — — 0.245 0.682 32 s/fr
X X 0.400 0.754
COCO X 0.475 0.782
Ours COCO v 0479 0.759 | 0.8 s/fr
Omni X 0.485 0.802
Omni v 0.487 0.826

Table 2. Comparison to Lang-GS SoTA on TUM RGB-D. Our
method is compared to the Lang-GS SoTA method LangSplat on
image-based localization accuracy and running time.

TUM RGB-D Scenel Scene2 Time
mIOU Loc | mIOU Loc
LangSplat [36] | 0.646 0.850 | 0.538 0.7825 | 2.1 min/fr

Ours 0.599 0917 | 0.535 0.7905 | 0.6 s/fr

text-query 3D localization via Chamfer Distance (CD) and
Earth Mover’s Distance (EMD) between the ground-truth
and localized point sets.

Implementation Details. We utilize a pre-trained CLIP
ViT-L model [37] alongside a ConvNeXt-L-based hierar-
chical encoder from [54] to extract 768-dimensional feature
representations from input images [26]. The input to this
module is an RGBD image with dimensions 640x640x3.
The module processes the input and produces a feature map
of size 24x24x768. Subsequently, the SRD enhances this
feature map to an output resolution of 192x192x768, main-
taining the semantic context of the input data. We train two
separate SRD models: one on 7% of the COCO dataset [24]
and another on 30% of the Omnidata-Tiny dataset [7]. Both
models are trained on four AS000 GPUs with a batch size
of 12 images per GPU. We utilize the AdamW optimizer
with an initial learning rate of 2 x 10~* and a weight decay
of 1 x 10~ for a total of 180 training epochs. For the gen-
eralized auto-encoder, a 8-layer MLP architecture was used
to compress language features to a code size of 32. For the
online compressor, a 2 layer MLP with a encoder code of
size 15 is trained online using a scheduler with a reduction
on plateau and a threshold of 1 x 10~4, and optimized with
Adam using a learning rate of 1 x 10~2. The online train-
ing takes 10 key frames with 200 iterations in initialization,
and update 1 iteration in the consecutive frames. To ensure
a fair comparison, we upgrade LangSplat’s OpenCLIP [12]
model to match our feature dimensions (768, up from 512),
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use a code size of 15 (from 3), and train the pipeline offline
on the entire Replica and TUM RGBD dataset, sampling
every 10th image from each sequence.

LangSplat Ours (online)

“Carpet”

Figure 5. Qualitative comparison with offline SoTA: Top: On
the TUM RGB-D dataset, our method successfully segments the
paper in the top-right corner, which LangSplat fails to detect. Bot-
tom: On the Replica dataset, we accurately localize the carpet,
whereas LangSplat misidentifies a different object. Black box:
ground-truth box; red dot: maximal feature response as the pre-
dicted localization.

5.1. Comparison with the State of the Art

Comparison to Lang-GS SoTA Methods. The compari-
son between our method and previous SoTA offline Lang-
GS methods is presented in Table | and Table 2. As ob-
served, our method establishes a new SoTA performance on
the Replica dataset, significantly surpassing offline meth-
ods, regardless of whether SRD is trained on COCO or Om-
nidata datasets. It also leads to improved localization ac-
curacy and competitive mloU scores on the TUM-RGBD
dataset upon LangSplat. As an online method, our ap-
proach is 40x to 200x more efficient than SoTA offline
methods. A detailed per-scene evaluation on the Replica
dataset is provided in supplemental Table 7. Qualitatively,
Fig. 5 shows that our method correctly identifies objects that
LangSplat either misses or misidentifies. The ablation study
of key modules are further discussed in Sec 5.2.

On the other hand, our performance advantage on the
TUM-RGBD dataset is less pronounced. This is primar-
ily due to challenges such as motion blur and lower image
quality, which complicate online camera tracking. These
conditions favor offline approaches that rely on extensive
global optimization (e.g., 30k iterations) of both 3D Gaus-
sian parameters and camera poses.

Comparison to SLAM-GS SoTA Methods. We compare
our method to recent SOTA SLAM-GS approaches in Ta-
ble 3. As observed, despite integrating language feature
mapping into a SLAM-GS system, our framework preserves
novel view rendering performance and localization is on par
to MonoGS [27], the SLAM framework on which we build.
Compared to other SOTA SLAM-GS methods, our approach

Table 3. SLAM-GS Evaluation on Replica. Our method is eval-
uated against other SLAM-GS approaches based on novel view
rendering quality and camera localization error (ATE in cm).

Method Lang. | PSNRT SSIM T LPIPS | ATE (cm)
SplaTAM [15] | X | 3339 0968  0.101 0.392
RTG-SLAM [35]| X | 3577 0982  0.106 0.182
MonoGS [27] X | 3572 0950 0.075 0.420
Ours v | 3581 0950  0.072 0.397

achieves the best overall performance in novel view render-
ing while incorporating language mapping. RTG-SLAM
achieves superior ATE due to the inclusion of additional
classical SLAM modules, which increases system complex-
ity. Per-scene results are provided in supplemental Table 8.
3D Localization Evaluation. For 3D localization, we
first fuse multi-view language renderings into voxels by
truncated signed distance field (TSDF). Each voxel size is
20cm. Then, we extract mesh by marching cubes. Each
vertex is described by language features. We pass the
batched point features into the CLIP decompressor, recon-
struct the 768 dimensions, and compare with the mesh build
by TSDF with semantic mask groundtruth. We compare
with LangSplat on the devised 3D localization protocol. Ta-
ble 4 demonstrates that our framework can run in an online
setting with better 3D language mapping. Fig. 6 provides
visualization of the 3D localization. See the supplementary
Sec 14 for more results.

Table 4. 3D Localization Evaluation. Our online method is com-
pared to LangSplat in 3D localization from language query.
Method |Online

3D Language Localization
cabinet cushion stool rug
CDJ) EMD/||CD|) EMD/|CD] EMD/|CD) EMD/
0.03 0.02 0.23 0.10 0.16 0.13 0.26 0.38
0.04 0.05 0.55 0.03 0.20 0.40 0.26 1.49

LangSplat| X
Ours v

Method |Online 3D Language Localization

lamp wall ceiling Average
CDJ| EMD/|CD} EMD/||CD} EMD/|CDJ) EMD|
1.64 383 0.14 0.18 0.55 0.30 0.43 5.63

1.22 408 0.09 0.05 0.27 0.71  0.38 0.97

LangSplat| X
Ours v

Groundtruth Ours LangSplat

“Lamp”

“Cushion”

Figure 6. Visualization of 3D localization results.
Runtime Analysis. Our entire network module runs at
21ms per frame on an RTX-3090 GPU, including 15ms
for CLIP encoding, 2ms for super-resolution decoding, and
6ms for online compression with online training. While
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the overall pipeline speed is currently bottlenecked by the
MonoGS baseline—resulting in a runtime of 0.6-0.8 sec-
onds per frame—significantly higher speeds are achievable
with advancements in the SLAM-GS system. For instance,
by integrating our method into Hi-SLAM [59], we achieve
7.05 FPS. In contrast, the offline method LangSplat requires
approximately 168s per frame (2.8 minutes), including 35s
for SAM, 10s for post-processing, and an additional 123s
per frame (amortized) for training the dense CLIP autoen-
coder on the testing scene. This total runtime underscores
the significant computational cost of an offline approach.

5.2. Ablation Study

Super-Reso Decoder (SRD) in CLIP Embedding We an-
alyze the impact of SRD on the Replica dataset, with re-
sults summarized in Table | and individual scene results
provided in supplemental Table 7. We observe that SRD
significantly improves both mIoU and Loc metrics from our
basic online baseline. The underlying reasons for these im-
provements are evident through visual comparisons in Fig. 3
and Fig. 7. From Fig. 3, we can see that high-resolution
language maps greatly enhance localization of small or dis-
tant objects. Fig. 7 demonstrates improvements in seman-
tic boundaries and even helps resolve ambiguities between
visually similar but different classes. Cross-view consis-
tency: In a new ablation study, we found that the gener-
alized encoder improves cross-view consistency—without
it, the average cosine similarity drops to 0.5. While frame-
wise encoding alone cannot fully ensure cross-view consis-
tency, the globally optimized 3D map from Gaussian Splat-
ting (GS) inherently maintains consistency across views.

RGB LangSplat

Our Online + HR Module

Our Low Resolution
“TV Screen”

Figure 7. Visual comparison in CLIP embedding: Our High-
resolution embedding allows for more complete object capture,
reducing holes and resolving semantic ambiguities. The dotted
black box represents the ground-truth, while the red dot indicates
the maximal feature response as the predicted localization.

Online Learning of AutoEncoding (OLAE). The ablation
study on Online Learning of AutoEncoder (OLAE) in CLIP
Compression is summarized in Table | and supplemental
Table 7. To evaluate the effect of removing the online en-
coder strategy, we train a single autoencoder using 4-fold
cross-validation on the Replica dataset. In each fold, two

Table 5. Impact of Color-Language Disentanglement (disent.)
versus Joint Multi-Channel Optimization (joint).

Method| 2D Loc. 3D Loc. Image Rendering | Tracking
mIOU? Loct |[EMDJ CD | [PSNR1 SSIM1{ LPIPS | |ATE[cm]{
Joint  ]0.323  0.6330.384 1.940|31.23 0.901 0.197 0.796
Disent. |0.402 0.622{0.375 0.974|35.89 0.957 0.060 0.325

sequences are held out for testing, while the remaining se-
quences are used for training. This setup ensures that the
trained modules are exposed to data from the Replica do-
main while making that the testing scenes remain unseen.

As shown in Table 1, introducing OLAE even surpasses
the in-domain fine-tuned single autoencoder, demonstrating
its effectiveness in preserving semantic concepts upon com-
pression. A more detailed per-scene analysis (supplemen-
tal Table 7) further reveals: Although in-domain fine-tuned
pipelines tend to outperform on certain testing scenes simi-
lar to those observed during training, OLAE performs better
on novel scenes and shows higher overall stability across all
scenes. A more detailed ablation study on code size is pro-
vided in supplemental Sec. 12.1.

Color-Language Disentanglement. We evaluate the im-
pact of disentanglement by comparing it to joint multi-
channel optimization commonly used in other online multi-
modality learning frameworks [13, 21, 22]. This study uses
the Replica Room-0 subset to examine the design’s impact
on 2D / 3D localization accuracy, novel-view image ren-
dering quality and SLAM tracking errors (ATE [cm]), with
results shown in Table 5.

The results demonstrate that disentangling color and lan-
guage significantly enhances 2D mloU, both 3D metrics,
color rendering, and camera tracking, while maintaining
comparable 2D localization performance. A more detailed
ablation study on the impact of GS parameters is provided
in supplemental Sec 13, confirming that this strategy en-
ables the two modalities to operate with their optimal GS
parameters, minimizing interference between them.

6. Conclusion

In this work, we introduce Online Language Splatting, a
framework that enables online language-aware 3D map-
ping through key innovations. First, a real-time Super-
Resolution Decoder (SRD) enhances CLIP embeddings,
generating detailed language maps. Second, an highly ef-
fective and efficient two-stage CLIP compression preserv-
ing open-vocabulary capabilities. Third, a color-language
disentangled optimization improves rendering quality for
both language and color images. Our experimental results
demonstrate that our online approach not only outperforms
offline SoTA Lang-GS methods, but also leads to orders of
magnitude efficiency improvement.
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