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Abstract

Self-supervised blind denoising for Poisson-Gaussian
noise remains a challenging task. Pseudo-supervised pairs
constructed from single noisy images re-corrupt the sig-
nal and degrade the performance. The visible blindspots
solve the information loss in masked inputs. However, with-
out explicitly noise sensing, mean square error as an ob-
jective function cannot adjust denoising intensities for dy-
namic noise levels, leading to noticeable residual noise. In
this paper, we propose Blind2Sound, a simple yet effective
approach to overcome residual noise in denoised images.
The proposed adaptive re-visible loss senses noise levels
and performs personalized denoising without noise residues
while retaining the signal lossless. The theoretical analysis
of intermediate medium gradients guarantees stable train-
ing, while the Cramer Gaussian loss acts as a regulariza-
tion to facilitate the accurate perception of noise levels and
improve the performance of the denoiser. Experiments on
synthetic and real-world datasets show the superior perfor-
mance of our method, especially for single-channel images.

1. Introduction
Supervised image denoisers [38, 47, 48, 19, 4, 43, 45]

have demonstrated impressive and superior performance by
utilizing numerous noisy-clean pairs. Notably, several re-
searchers [38, 47, 48] pioneered the removal of additive
white Gaussian noise and achieved notable performance
gains. These denoisers [19, 4, 43, 45] can also eliminate
other noise patterns, especially signal-dependent noise in
the real world. However, acquiring a large amount of paired
data to train a denoiser can be costly and, in some cases,
even impossible, such as CT and MRI. Moreover, the per-
formance of these denoisers rapidly degrades once they en-
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Figure 1: Real-world image denoising on the SIDD val-
idation. Our approach performs thorough noise removal,
while other methods have considerable noise artifacts.

counter unknown noise patterns due to the inherent prior
embedded in the training data.

To tackle the challenge of acquiring paired data, re-
searchers have conducted numerous studies [7, 44, 12,
41, 27, 24, 5] in two categories: data synthesis and self-
supervised denoisers. Data synthesis involves generating
paired data for supervised training via adding noise to clean
images. For instance, UPI [7] and CycleISP [44] ana-
lyze the operations of the camera imaging pipeline on a
signal-dependent noise and create an imaging framework
capable of generating arbitrary real image pairs in both
raw-RGB and sRGB space. Other researchers [12, 41]
synthesize noisy-clean image pairs for training using pre-
estimated noise parameters. However, while data synthe-
sis approaches are practical with limited specific data, their
poor generality limits their broader application.

Noise2Noise [27], a special case of supervised denoising
that uses corrupted image pairs, is the foundation for self-
supervised denoising. Self-supervised denoisers, which
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learn only from a single raw noise image, have become
the leading solution for denoising without data collection
limitations. Blindspot schemes, such as manual mask-
ing [24, 5] and blindspot networks (BSN) [25, 41, 10, 9],
enable single-image denoising by assuming that the signal
is context-dependent and the noise is irrelevant. However,
the information loss and sub-optimal masking strategies de-
grade the upper bound of denoising performance. Some
works [42, 33, 35, 14] introduce additional noise to con-
struct training data pairs. The pre-calibrated noise level re-
stricts their application, and the re-corruption worsens the
loss of valuable signals. NBR2NBR [22] sub-samples low-
resolution training pairs from single noisy images for super-
vised training. The surrounding pixel approximation results
in over-smoothing and block artifacts. FBI-Denoiser (FBI-
D) [8] reimplements Gaussian estimation [11] as tensor
operations combined with Generalized Anscombe Trans-
formations (GAT) [3] to formulate Gaussian loss. How-
ever, Gaussian loss without fine-grained constraints zooms
noise estimation errors. AP-BSN [26] breaks spatial corre-
lation but remains in the scope of BSN. Blind2Unblind [40]
achieves lossless denoising using the re-visible transition,
but the greedy pixel-level fitting without noise sensing leads
to sizable residual noise.

This paper presents a novel framework named
Blind2Sound for self-supervised blind denoising, which
achieves personalized denoising without noise residues
while ensuring signal lossless. The framework includes
an adaptive re-visible loss for lossless and personalized
denoising and a Cramer Gaussian loss as a regularization to
accurately sense noise knowledge. The framework assumes
that the masked and visible branches are two independent
generative processes, while denoising results following
normal distributions and the respective noise following
a Poisson-Gaussian distribution. This independence en-
sures that the masked results do not suppress the visible
denoising. For optimal denoising, the adaptive loss adjusts
noise removal via noise levels, while compatible with the
lossless re-visible framework. The adaptive loss consists of
two branches and their noise parameters, and the masked
branch as an intermediate medium for gradient update.
Due to signal dependence, the masked branch’s bottleneck
significantly suppresses Poisson noise’s accuracy. Thus, the
weighted Poisson noises in the mixed marginal likelihood
is simplified to a single Poisson component. Moreover, the
Cramer Gaussian loss introduces fine-grained noise knowl-
edge, including sub-block and cross-channel constraints, to
boost the estimation accuracy.

Our contribution can be summarized in three aspects:
1. The proposed self-supervised denoising framework

adjusts denoising intensities based on sensed noise lev-
els, achieving personalized denoising without residual
noise while the signal is lossless.

2. We provide theoretical analysis for adaptive re-visible
loss and the gradient of the intermediate medium.

3. Our approach shows excellent performance on various
real-world datasets with dynamic noise patterns.

2. Related Work
Self-Supervised Blind Image Denoising Although
Noise2Noise [27] makes collecting paired data much
more manageable, it remains impractical as it requires
noisy image pairs from the same source. Therefore,
blindspot schemes such as manual masking [24, 5] and
blindspot networks [25, 10] have been developed to achieve
self-supervised denoising. However, these schemes suffer
from the loss of valuable information, leading to severe
artifacts. To address this issue, several methods, such as
Laine [25], DBSN [41], FC-AIDE [10], BP-AIDE [9],
AP-BSN [26] and ZS-N2N [31], have been proposed to
enhance BSN. However, these methods either perform
poorly or or have a slow inference on Poisson-Gaussian
noise. FBI-D [8] proposes a fast and effective blind image
denoiser for Poisson-Gaussian noise, but its noise estimator
has low accuracy in sRGB space without fine-grained
noise constrains. Besides, the post-processing step can
reinforce denoising errors accumulated in previous steps.
CVF-SID [34] disentangles clean images and noise com-
ponents in a cyclic manner, but relies on assumptions about
noise distribution, limiting its applicability. DCD-Net [50]
iteratively trains a denoiser and noise estimator, yet still
requires an initial noise estimate, which can be challenging
for real-world scenarios. ScoreDVI [13] uses score priors
and deep variational inference for real-world denoising,
but its computational complexity may limit practicality
compared to simpler methods [50, 40]. Blind2Unblind [40]
overcomes these limitations and achieves fast lossless
denoising under blindspots. However, implicit denoising
without sensing noise levels is unable to provide personal-
ized noise removal for Poisson-Gaussian noise, resulting in
residual noise artifacts.
Noise Estimation Methods Current noise estimation
methods [28, 37, 11, 17, 29] are mainly designed for two
noise models: additive white Gaussian noise (AWGN) and
Poisson-Gaussian noise. For AWGN, a signal-independent
noise, once the noise variance is known, its distribution can
be determined. Previous methods [28, 37] for estimating
AWGN variance used low-rank patch selection and princi-
pal component analysis. Chen et al. [11] addressed the bias
issue for Gaussian parameter estimation using statistical de-
composition of eigenvalues. In contrast, Poisson-Gaussian
noise [17] is a mixture of Poisson and Gaussian components
and is often considered as source-related noise in real-world
scenarios. Foi et al. [17] introduced the Poisson-Gaussian
model and provided fully automated noise parameter esti-
mation for a single noisy image. Recently, Liu et al. [29]
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improved local mean and noise variance estimation for se-
lected low-rank patches.

3. Problem Setting and Preliminaries
3.1. Problem Formulation

Given a noisy observation y, we aim to learn the clean
image x and its noise parameters directly from a single
noisy image. We focus on Poisson-Gaussian noise [17],
which is common in real-world imaging sensors. The noise-
corrupted observation y can be described as follows:

y = αP +N, (1)

where P ∼ Poisson(x/α) is the signal-dependent Poisson
noise caused by photon counting, and N ∼ N (0, σ2) is the
signal-independent Gaussian noise resulting from electric
and thermal noise. Here, α is a scaling factor that depends
on the quantum efficiency and analog gain. To simplify
the problem, the Poisson noise is approximated as signal-
independent Gaussian noise [20], and the corruption can be
reformulated as:

y = x+N (0, αx+ σ2). (2)

3.2. Generalized Anscombe Transformation (GAT)

GAT [3] is a popular variance-stabilized transform used
for Poisson-Gaussian noise. It converts the mixture noise
into stable Gaussian noise with unit variance:

Gα,σ(y) =
2

α

√
αy +

3

8
α2 + σ2. (3)

3.3. Gaussian Loss

As discussed in Section 1, Byun et al. [8] introduce
a noise estimation network, denoted as hθ(·), that takes
Poisson-Gaussian noise-corrupted images y as input and
produces the estimated noise parameters (α̂, σ̂). To train
this network, they reimplement the Gaussian parameter esti-
mation proposed in [11] as tensor operations η(·) and lever-
age the property that the transformed noise level using GAT
should be close to unit variance. Therefore, the Gaussian
loss is defined for noise estimation as:

argmin
θ

Ey

∥∥η (Gα̂(θ),σ̂(θ) (y)
)
− 1

∥∥2
2
, (4)

the noise estimation network hθ(y) predicts the noise pa-
rameters α̂ (θ) and σ̂ (θ). Then, the transformed noisy im-
age with unit variance is denoised, and the output of BSN
is mapped back to the original image using the Inverse
Anscombe transformation (IAT) [30]. Note that noise es-
timation and denoising are trained separately without joint
optimization.

4. Main Method

As illustrated in Figure 2, the training process involves
two modules: 1) The denoising network fω(·) that outputs
denoised results of the noisy masked volume Ωy and the
raw noisy image y, including their mean µm,µv , and co-
variance Σm,Σv . 2) The noise estimator gθ(·) that cal-
culates the Poisson-Gaussian noise parameters (α, σ1, σ2).
Since actual noise levels of denoised images may differ
from raw noisy inputs, Cramer Gaussian loss only serves as
a regularization to assist the denoiser in picking appropriate
noise levels. Namely, the adaptive re-visible loss also de-
termines the noise parameters for explicit and lossless per-
sonalized denoising. The training set D contains n training
images denoted as D = {yi}ni=1, where yi denotes the ith

raw noisy image. The details of the proposed method are
presented in subsequent sections.

4.1. Motivation

The re-visible framework overcomes the information
loss in blindspot-driven methods. However, mean square
error as objective function cannot adapt to varying noise
levels, frequently resulting in residual noise in denoised im-
ages. Therefore, it is necessary to design an adaptive loss
that adjusts denoising intensities based on sensed noise lev-
els. For optimal noise removal, the adaptive loss should per-
sonalized denoising without noise residues, while ensuring
valuable signal lossless. Lossless denoising requires that the
adaptive loss is compatible with the re-visible framework.
For this purpose, we regard the masked and visible branches
as Gaussian processes and design an adaptive re-visible loss
that satisfies personalized and lossless requirements.

4.2. Adaptive Re-Visible Loss

The goal of adaptive re-visible loss is to achieve optimal
noise removal while retaining lossless denoising. We ac-
complish this by re-considering the re-visible scheme from
Bayesian reasoning and developing a personalized noise re-
moval method that does not require an auxiliary branch for
noise estimation during inference.

First, we model p(z1|Ωy) as a multivariate Gaussian,
which represents that the latent clean image z1 is generated
from the masked noisy volume Ωy as follows:

z1 ∼ N (z1|µm,Σm), (5)

where N (·|µm,Σm) denotes the multivariate Gaussian
distribution with mean µm and variance Σm.

For the masked branch, Eq. (2) incorporates extra noise
knowledge into the explicit corruption model, provided as
the likelihood p(y|z1) given a clean value. Therefore, the
marginal likelihood of the noisy training data can be con-
structed via the distribution of unobserved clean data z1:
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Figure 2: The architecture of the proposed Blind2Sound framework. The masked volume is represented by Ωy , and the
dotted lines indicate the forward process without updating the gradient. The Global Masker and Global Mask Mapper are
detailed in the Supplementary Material (S.M.). Note that the noise estimator and the denoiser are trained through joint
optimization. During inference, the auxiliary branches, namely the noise estimator and masked branch, are removed, and the
denoiser directly generates denoised images from raw noisy inputs y.

p(y1) =

∫
p(y|z1)p(z1|Ωy)dz1. (6)

As illustrated in Eq. (6), when only noisy training data
y are available, a known noise model is able to explicitly
predict the masked prior p(z1|Ωy). Specifically, for an
approximate Gaussian noise model, the covariance of two
mutually independent Gaussian convolutions is simply the
sum of the components [6]. Hence, the marginal likeli-
hood p(y1) is calculated in closed form, allowing to obtain
the distribution of z1 by maximizing Eq. (6). According
to Eqs. (2) and (5) as well as the above analysis, the mean
and variance of y1 become:

y1 ∼ N (y1|µm,Σm + diag(α1µm) + σ1I). (7)

For the visible branch, we construct p(z2|y) as the genera-
tion of the latent clean image z2 from the raw noise image
y, which then becomes:

z2 ∼ N (z2|µv,Σv), (8)

where the mean µv and variance Σv are directly generated
from the raw noise image y without gradient update. The
marginal likelihood for the visible branch via the distribu-
tion of unobserved clean data z2 is then formulated as:

p(y2) =

∫
p(y|z2)p(z2|y)dz2. (9)

Similar to Eq. (7), the mean and variance of y2 become:

y2 ∼ N (y2|µv,Σv + diag(α2µv) + σ2I). (10)

The marginal likelihood p(y1) for the blind branch and
p(y2) for the visible branch are now available. Due to iden-
tity mapping, the mean and variance of z2 do not partic-
ipate in backpropagation. However, maximizing only the
blind distribution p(z1|Ωy) via Eq. (6) has limited perfor-
mance. To improve the performance, the loss errors of the
visible branch p(z2|y) are incorporated into the mask gradi-
ent. The decorrelation of the two branches enhances visible
denoising without suppressing the masked results. Thus,
y1 and y2 are modeled as i.i.d., and a Gaussian mixture
is applied to boost their representation. Combining Eqs. (7)
and (10), an enhanced target distribution y is obtained while
retaining the independence of the two branches:

y ∼
2∑

i=1

πi · N (yi|µyi ,Σyi), (11)

where πi is a hyper-parameter for the degree of re-visible.
Besides, 0 ≤ πi ≤ 1 and π1 + π2 = 1. Set the blind factor
π1 to 1/(1 + λ), the visible factor π2 to λ/(1 + λ) and λ is
a growing constant. Then, Eq. (11) is reformulated as:

y ∼ N (y|µm + λµv

1 + λ
,
Σy1 + λ2Σy2

(1 + λ)2
). (12)

We use y ∼ N (y|µy,Σy) to simplify notation and denote
the clean target image as x. The mask mean µm is a lower
bound of x and the signal-dependent factor α1 magnifies
this error. To improve accuracy, we replace the noise model
in Eq. (12) with a more precise p(y|x) that has zero mean
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and variance diag(αµy) + π2
1σ1I + π2

2σ2I. The enhanced
mixture marginal likelihood that bridges the blind and visi-
ble branches then become:

p(y) =

∫
p(y|x)p(x|y,Ωy)dx. (13)

To fit the observed noisy training data, we minimize its neg-
ative log-likelihood loss in the training phase as follows:

Larv = − log p(y) = − log [π1p(y1) + π2p(y2)]

=
1

2
[(y − µy)

TΣy
−1(y − µy)]

+
1

2
log |Σy|+ const,

(14)

where const is an additive constant term that can be dis-
carded, and Larv denotes the proposed adaptive re-visible
loss. When the denoiser converges, the following is the op-
timal clean value x̃ of Eq. (14):

x̃ =
µm + λµv

1 + λ
. (15)

Assuming that µm = x+ε1 and µv = x+ε2. Empirically,
∥ε1∥1 > ∥ε2∥1 because valuable information is lost in Ωy .
Combined with Eqs. (11) and (15), it can be concluded that
µm ≤ x̃ ≤ µv since x̃ is the weighted average of µm and
µv .

Using the analytic form of adaptive re-visible loss
in Eq. (14), we explore and confirm the collaborative mech-
anism between the gradient update medium µm and the vis-
ible constant µv . Let ny = y − µy , the derivative of the
medium µm gives its gradient ∇µm (see S.M.):

∂Larv

∂µm
= − 1

1 + λ
Σy

−1ny +
α

(λ+ 1)
(Σy

−1−

Σy
−1nyny

TΣy
−1)⊙ I⊙ (

√
µyµy

T )′µy.

(16)

According to Eq. (16), it is observed that including
the gradient update term µm in diag(αµy) results in se-
vere instability during training due to a complicated second
term in the gradient. Therefore, disabling the gradient of
diag(αµy) is considered to stabilize the training process
and improve the performance of the denoiser. Moreover,
denoising can be performed directly from the raw noise im-
age y during inference. We provide more details in the sup-
plementary material.

Laine et al. [25] utilize Bayesian reasoning to incorpo-
rate information from y into maximum posterior probabil-
ities (MAP) during test time. However, post-processing,
which is not involved in training, performs poorly in prac-
tice. In contrast, additional MAP is redundant for adaptive
re-visible denoising as p(x|Ωy,y) in Eq. (13) already in-
cludes information from y. As a result, our approach out-
performs other self-supervised methods.

4.3. Cramer Gaussian Loss

Gaussian loss [8] estimates noise directly from global
images, which ignores the perceptual dimension of local
noise knowledge. As a result, the estimated Poisson Gaus-
sian parameters are less accurate. To overcome the coarse-
scale limitation, the proposed Cramer Gaussian loss uses
fine-grained local sub-block or cross-channel constraints to
enrich noise perception dimensions, reducing the solution
space to find the exact median of the noise level.

For single-channel images without channel correlation,
each sub-block of the GAT-transformed images should have
same noise levels as global ones. To ensure this, we intro-
duce a fine-grained sub-block noise level constraint based
on the coarse-scale constraint. The estimation incorporates
overlapping sub-blocks at four corners as local noise knowl-
edge for single-channel images. Denote gθ(y) as the es-
timated noise parameter (α̂, σ̂), η(·) as the Gaussian esti-
mator [11] that estimates the Gaussian noise variance, and
Ggθ (y) as the GAT-transformed image Ggθ(y)(y). The es-
timated Gaussian variance for the transformed noise and
its sub-blocks should approximate unit variance. Cramer
Gaussian loss for single-channel image y becomes:

Lest =

4∑
s=1

∥η (Ggθ (y
s))− 1∥22 + ∥η (Ggθ (y))− 1∥22 , (17)

where ys
i denotes the sth sub-block cropped from yi. We

crop four identical sub-blocks from four corners. Each sub-
block is three-quarters the size of the original image.

For multi-channel images, the implied noise level should
be the same for different channels. To ensure a unique solu-
tion space, we introduce cross-channel noise level approxi-
mation, enabling cross-channel information exchange and
overcoming the inherent limitation of Gaussian loss, i.e.,
the problem of inter-channel estimated error offsetting. For
each channel in the GAT-transformed image, the Gaussian
noise variance of each channel should approximate the unit
variance, and the noise level should be the same for each
channel. Thus, the Cramer Gaussian loss for the multi-
channel image y becomes:

Lest =

c∑
j ̸=k

∥∥η (Ggθ (yj)
)
− 1

∥∥2

2

+
∥∥η (Ggθ (yj)

)
− η (Ggθ (yk))

∥∥2

2
,

(18)

where c is the number of channels in image yi. j, k repre-
sent the jth and kth channel, respectively.

5. Experimental Results
5.1. Implementation Details

Training Details We use the same noise estimator as the
FBI-D [8] and a modified U-Net [25, 22, 40] as the de-
noising network. Adam [23] with a weight decay of 1e−8

is used as the optimizer. The initial learning rate for the

12941



noise estimator is 0.0001. For a small training set, the ini-
tial learning rate of the denoising network is 0.001, while
0.0003 and 0.0001 for ILSVRC2012 [16] validation set and
SIDD [2], respectively. The learning rate for the noise es-
timator decreases by half every 10 epochs with 50 epochs
trained, while the learning rate for the denoising network
is halved every 20 epochs with 100 epochs trained. As for
the hyper-parameter in the adaptive re-visible loss, we set
λ = 3 as the initial value and progressively increase it to
11. The denoising network and noise estimation are jointly
optimized during training. The patches of size 128×128 are
randomly cropped for training. All models are trained us-
ing Python 3.10.4, Pytorch 1.11.0 [36], and an Nvidia Tesla
V100 GPU.

Datasets We consider five types of Poisson-Gaussian noise
in synthetic noise estimation: (1) PG1 : α = 0.1, σ =
0.02, (2) PG2 : α = 0.1, σ = 0.0002, (3) PG3 : α =
0.05, σ = 0.02, (4) PG4 : α = 0.05, σ = 0.0002, (5)
PG5 : α = 0.01, σ = 0.02. For grayscale images, we
use BSD400 [32] for the training set, and for sRGB im-
ages, we use CBSD432 [47]. The noise levels are estimated
on standard BSD68 [39] and CBSD68 [39] for grayscale
and sRGB images, respectively. For synthetic denoising,
we use ILSVRC2012 [16] validation set for sRGB image
denoising and BSD400 [32] for grayscale image denois-
ing. Specifically, following the setting in [25, 22, 40], we
select 44328 images with sizes between 256 × 256 and
512×512 pixels from ILSVRC2012 validation set for train-
ing. The test sets used for grayscale image denoising are
Set12, BSD68 [39], and Urabn100 [21], while for sRGB de-
noising, we use Kodak [18], BSD300 [32], and Set14 [46].
For real noise experiments, we use SIDD [2] for real-world
denoising in raw-RGB space and Fluorescence Microscopy
Denoising (FMD) [49] for real-world grayscale denoising.
We train SIDD using only the raw-RGB images in the SIDD
Medium Dataset and validate and test using the SIDD Val-
idation and Benchmark Datasets. Note that we receive the
evaluation results for the SIDD Benchmark from the online
public website [1]. For FMD, we use the Confocal Mice
and Two-Photon Mice datasets and the 19th view is used
for testing.

Baselines We compare the proposed Cramer Gaussian loss
with three noise estimation methods, including the Gaus-
sian loss in FBI-D [8], Foi [17], and Liu [29], and evaluate
the denoising performance of Blind2Sound against two su-
pervised methods (N2C [38] and N2N [27]), a traditional
approach (GAT+BM3D [15]), and five self-supervised al-
gorithms (N2V [24], NBR2NBR [22], FBI-D [8] and
Blind2Unblind [40]). We adopt the experimental settings
of FBI-D and Blind2Unblind, and reproduce the results us-
ing the official implementation for a fair comparison.

Noise
Level

Grayscale sRGB

Foi [17] Liu [29] FBI-D [8] Ours FBI-D [8] Ours
(α̂, σ̂) (α̂, σ̂) (α̂, σ̂) (α̂, σ̂) (α̂, σ̂) (α̂, σ̂)

PG1 0.096/0.042 0.072/0.045 0.092/0.039 0.093/0.019 0.080/0.021 0.099/0.001
PG2 0.097/0.035 0.071/0.044 0.083/0.061 0.090/0.001 0.074/0.033 0.096/0.001
PG3 0.049/0.031 0.04/0.04 0.052/0.003 0.048/0.022 0.041/0.015 0.051/0.020
PG4 0.051/0.018 0.039/0.034 0.046/0.035 0.048/0.013 0.040/0.013 0.050/0.0007
PG5 0.011/0.027 0.007/0.032 0.009/0.034 0.010/0.021 0.008/0.009 0.010/0.028

Table 1: The average noise parameter estimates for
grayscale images in BSD68 and sRGB images in CBSD68.

5.2. Results for Noise Estimation

We first evaluate the Cramer Gaussian loss for noise esti-
mation. Table 1 shows the average noise parameters (α̂, σ̂)
predicted by Foi [17], Liu [29], FBI-D [8], and Cramer
Gaussian loss for five noise patterns in grayscale and sRGB
images. Cramer Gaussian loss shows superior performance
in estimating Gaussian parameters for grayscale images,
and its Poisson level estimation is comparable to Foi while
requiring less inference time. Moreover, compared to FBI-
D, Cramer Gaussian loss eliminates its severe Gaussian es-
timation error on grayscale images using a fine-grained fu-
sion strategy. For sRGB space, cross-channel approxima-
tion enables our method to predict Poisson-Gaussian pa-
rameters close to their actual value. In contrast, FBI-D is
inaccurate for estimating noise in sRGB images.

Noise Type Method BSD68 Set12 Urabn100

α = 0.01
σ = 0.0002

Baseline, N2C [38] 30.82/0.877 31.49/0.881 30.80/0.901
Baseline, N2N [27] 30.76/0.876 31.47/0.880 30.84/0.900
GAT+BM3D [15] 30.08/0.849 30.36/0.871 30.44/0.881
N2V [24] 29.04/0.824 29.29/0.830 27.48/0.830
FBI-D [8] 28.09/0.784 29.13/0.828 27.28/0.829
NBR2NBR [22] 30.38/0.861 31.07/0.869 30.15/0.884
Blind2Unblind [40] 30.61/0.869 31.45/0.880 30.70/0.900
Ours 30.83/0.875 31.68/0.886 31.14/0.908

α = 0.01
σ = 0.02

Baseline, N2C [38] 30.54/0.868 31.26/0.876 30.51/0.892
Baseline, N2N [27] 30.62/0.871 31.34/0.878 30.70/0.899
GAT+BM3D [15] 29.86/0.844 30.55/0.857 30.23/0.882
N2V [24] 29.01/0.828 29.43/0.842 27.53/0.838
FBI-D [8] 27.95/0.776 29.11/0.824 27.21/0.822
NBR2NBR [22] 30.28/0.860 31.00/0.868 30.15/0.886
Blind2Unblind [40] 30.41/0.865 31.27/0.877 30.49/0.896
Ours 30.62/0.869 31.47/0.880 30.91/0.902

α = 0.05
σ = 0.02

Baseline, N2C [38] 27.11/0.765 27.78/0.801 26.69/0.813
Baseline, N2N [27] 27.07/0.762 27.71/0.799 26.58/0.808
GAT+BM3D [15] 26.16/0.732 27.26/0.785 26.40/0.795
N2V [24] 26.25/0.719 26.48/0.755 24.71/0.741
FBI-D [8] 25.75/0.683 26.42/0.745 24.51/0.722
NBR2NBR [22] 26.88/0.751 27.51/0.783 26.39/0.800
Blind2Unblind [40] 27.02/0.757 27.65/0.796 26.54/0.805
Ours 27.17/0.766 27.96/0.805 26.96/0.819

Table 2: Grayscale image denoising results. Bold and
underlined are the highest and second without supervision.

5.3. Results for Synthetic Denoising

Grayscale Denoising The denoising results on synthetic
grayscale images are presented in Table 2. Three Poisson-
Gaussian noise levels are simulated to evaluate the perfor-
mance of the proposed method under low, medium, and
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Noisy N2C NBR2NBR FBI-Denoiser Blind2Unblind Ours
Figure 3: Visualization results on one typical image of the SIDD Benchmark.

high Poisson-Gaussian noise levels. The results show that
our approach outperforms several denoising methods, in-
cluding the traditional denoising method GAT+BM3D and
four self-supervised denoising methods (N2V, NBR2NBR,
FBI-D and Blind2Unblind) for both low and high Poisson-
Gaussian noise levels. In addition, our method outperforms
two supervised baselines (N2C and N2N) on Set12 and
Urabn100, with a maximum gain of 0.4 dB, and performs
competitively on BSD68. These results highlight the supe-
rior generalization of our method on grayscale image de-
noising compared to supervised baselines. Comparing with
other methods reveals the necessity of explicit personalized
denoising.

Noise Type Method KODAK SET14 BSD300

α = 0.01
σ = 0.0002

Baseline, N2C [38] 34.67/0.925 33.16/0.904 33.61/0.929
Baseline, N2N [27] 34.64/0.924 33.13/0.904 33.59/0.928
GAT+BM3D [15] 33.63/0.913 31.80/0.883 32.47/0.909
N2V [24] 31.68/0.871 30.72/0.848 29.71/0.844
FBI-D [8] 31.66/0.871 30.66/0.848 29.69/0.843
NBR2NBR [22] 34.10/0.918 32.69/0.896 32.89/0.919
Blind2Unblind [40] 33.88/0.915 32.47/0.886 32.53/0.913
Ours 34.23/0.920 32.75/0.896 33.00/0.921

α = 0.01
σ = 0.02

Baseline, N2C [38] 34.39/0.920 32.93/0.899 33.28/0.923
Baseline, N2N [27] 34.36/0.920 32.89/0.899 33.25/0.923
GAT+BM3D [15] 33.39/0.909 31.58/0.876 32.21/0.904
N2V [24] 31.51/0.867 30.56/0.845 29.55/0.838
FBI-D [8] 31.54/0.867 30.56/0.846 29.58/0.838
NBR2NBR [22] 33.93/0.915 32.52/0.892 32.87/0.916
Blind2Unblind [40] 33.58/0.909 32.17/0.883 32.31/0.910
Ours 34.12/0.917 32.60/0.893 32.95/0.917

α = 0.05
σ = 0.02

Baseline, N2C [38] 30.80/0.854 29.69/0.837 29.45/0.843
Baseline, N2N [27] 30.77/0.853 29.65/0.836 29.43/0.842
GAT+BM3D [15] 29.19/0.824 27.58/0.801 27.87/0.799
N2V [24] 29.03/0.793 28.14/0.785 27.42/0.759
FBI-D [8] 29.15/0.800 28.29/0.791 27.48/0.763
NBR2NBR [22] 30.49/0.848 29.46/0.832 29.20/0.837
Blind2Unblind [40] 30.58/0.849 29.52/0.832 29.27/0.837
Ours 30.69/0.850 29.57/0.833 29.33/0.838

Table 3: PSNR(dB)/SSIM on synthetic sRGB datasets.
sRGB Denoising The results of synthetic denoising for
sRGB images are presented in Table 3. Our method outper-
forms GAT+BM3D and four self-supervised methods (N2V,
NBR2NBR, FBI-D and Blind2Unblind) in both low and
high noise levels. However, the gain over Blind2Unblind
decreases at high noise levels due to numerous missing de-
tails that are valuable for restoring clean signals. Unlike
grayscale denoising in Table 2, our method does not outper-

form supervised baselines in sRGB denoising but achieves
competitive performance at high noise levels. Intuitively,
cross-channel correlation makes noise removal in sRGB
space more challenging than in grayscale images. As the
noise level increases, the necessity for clean target super-
vision gradually decreases. Moreover, Blind2Unblind with
greedy pixel-level objective outperforms NBR2NBR with
neighboring approximation at high noise levels, highlight-
ing the potential of lossless denoising for high noise levels.

Methods
SIDD FMD

RAW RAW sRGB Confocal Two-Photon
Benchmark Validation Benchmark Mice Mice

Baseline, N2C [38] 50.61/0.991 51.19/0.991 38.08/0.945 38.40/0.966 34.02/0.925
Baseline, N2N [27] 50.62/0.991 51.21/0.991 38.09/0.945 38.37/0.965 33.80/0.923

GAT+BM3D [15] 48.60/0.986 48.92/0.986 34.64/0.879 37.93/0.963 33.83/0.924
N2V [24] 48.01/0.983 48.55/0.984 34.21/0.864 37.49/0.960 33.38/0.916
DBSN [41] 49.56/0.987 50.13/0.988 36.77/0.917 30.61/0.730 26.24/0.423
BP-AIDE [9] 50.45/0.990 – 37.91/0.942 38.31/0.963 33.89/0.902
FBI-D [8] 50.57/0.990 – 38.07/0.942 38.32/0.963 33.95/0.908
NBR2NBR [22] 50.47/0.990 51.06/0.991 37.85/0.942 37.07/0.960 33.40/0.921
Blind2Unblind [40] 50.79/0.991 51.36/0.992 38.11/0.944 38.44/0.964 34.03/0.916
Ours 50.92/0.991 51.50/0.992 38.21/0.945 38.46/0.965 34.11/0.918

Table 4: PSNR(dB)/SSIM on SIDD and FMD dataset.

5.4. Results for Real-World Denoising

Table 4 shows the quantitative results for the SIDD
benchmark and validation datasets in raw-RGB and sRGB
space. The proposed Blind2Sound outperforms all self-
supervised methods and supervised baselines, showcasing
its strong generalization ability for real-world scenarios
with various dynamic Poisson-Gaussian noise levels. No-
tably, our method achieves a gain of nearly 0.3 dB over FBI-
D in raw-RGB space, validating the effectiveness of loss-
less denoising. Blind2Sound outperforms Blind2Unblind
with a gain of 0.1 dB, confirming the importance of ex-
plicit personalized modeling. The visual results in Figure 3
demonstrate that Blind2Sound restores the highest level of
texture details and pixel correlation while avoiding bad ar-
tifacts. In contrast, Blind2Unblind displays visible clump-
ing shadows in multiple regions due to insufficient denois-
ing. Even supervised baselines show notable artifacts under
dynamic noise, further validating the superiority of noise-
sensed personalized denoising. The denoising results on the
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FMD dataset indicate that Blind2Sound outperforms self-
supervised methods and has competitive performance com-
pared to supervised baselines.
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Figure 4: Ablation study on Cramer Gaussian loss with
fixed weight 1 for Larv and horizontal is the weight of Lest.

5.5. Ablation Study

This section presents ablation studies on various fac-
tors, including grain size, Cramer Gaussian loss, training
scheme, noise model, re-visible correlation and visible fac-
tor. PSNR(dB)/SSIM is evaluated on CBSD68 while train-
ing on CBSD432 for 200 epochs.
Ablation study on grain size. Table 5 shows that fine-
grained sub-block constraints improve the accuracy of the
coarse-grained Gaussian loss, enhance robustness, and re-
duce solution space to provide more accurate noise param-
eters. However, smaller sub-block sizes result in limited
noise context, leading to lower performance.
Ablation study on Cramer Gaussian loss. As shown
in Figure 4, the denoiser with a weight of 0.01 performs
best compared to 0 or 100. Joint optimization can restore
more image details, and actual noise levels of optimal de-
noised images may differ from raw noisy images. Hence,
Cramer Gaussian loss only serves as a regularization to as-
sist the denoiser in sensing the most suitable noise level.
Ablation study on training scheme. As shown in Table 6,
T+J performs better than T+P and T+F at low noise, but
they are comparable at high noise. At low noise, T +P and
T + F mismatch the actual noise levels of restored images,
thus degrading performance. At high noise, three training
schemes estimate almost identical noise parameters.
Ablation study on noise model. Table 7 shows that ME

performs slightly better than the other noise models at low
noise but much better at high noise. MO amplifies Pois-
son noise error in masked branch due to signal dependence,
while MS violates the independence of two branches.
Ablation study on re-visible correlation. Table 8 explores
the impact of whether masked and visible branches are in-
dependent. The denoiser in the IID setting performs much
better than in the non-IID setting. IID decouples the correla-
tion between the blind and visible branches, thus achieving
visible denoising without mask suppression.
Ablation study on visible factor. Table 9 shows the perfor-
mance using different visible factors. The degree of visible

Grain Size (0.01, 0.0002) (0.01, 0.02) (0.05, 0.02) (0.1, 0.02)

CG 0.007/0.038 0.009/0.034 0.039/0.057 0.092/0.039
FG1 0.010/0.011 0.010/0.021 0.046/0.021 0.089/0.008

CG+FG1 0.010/0.012 0.010/0.021 0.048/0.022 0.093/0.019
CG+FG2 0.009/0.008 0.010/0.022 0.043/0.027 0.085/0.013

CG+FG1+FG2 0.009/0.009 0.010/0.022 0.046/0.024 0.092/0.017

Table 5: Ablation study on grain size for BSD68. CG is
global coarse grain, FG1 is four sub-blocks each in three-
quarter size and FG2 is nine sub-blocks in one-half size.

Training Scheme (0.01, 0.0002) (0.01, 0.02) (0.05, 0.02)

T + P 32.78/0.914 32.69/0.913 29.24/0.838
T + F 33.02/0.917 32.70/0.913 29.26/0.839
T + J 33.14/0.920 32.89/0.916 29.29/0.840

Table 6: Ablation study on training scheme, T + P , T + F
and T + J represent training using frozen pre-trained noise
estimator, training with fixed true noise or joint training.

Loss Type (0.01, 0.0002) (0.01, 0.02) (0.05, 0.02)

MO 33.11/0.919 32.84/0.913 29.12/0.833
MS 33.10/0.919 32.86/0.915 29.14/0.835
ME 33.14/0.920 32.89/0.916 29.29/0.840

Table 7: Ablation study on noise model. MO and ME

denote Eq. (12) and Eq. (13). MS means diag(αµy)+ σI.

Loss Type (0.01, 0.0002) (0.01, 0.02) (0.05, 0.02)

non-IID 32.19/0.904 32.24/0.905 28.95/0.827
IID 33.14/0.920 32.89/0.916 29.29/0.840

Table 8: Ablation study on re-visible correlation. non-IID
and IID indicate whether the masked and visible branches
are independent.

Noise Type λf = 3 λf = 11 λf = 20 λf = 40

(0.01, 0.0002) 33.05/0.919 33.14/0.920 33.11/0.920 33.06/0.919
(0.01, 0.02) 32.75/0.914 32.89/0.916 32.84/0.915 32.76/0.914
(0.05, 0.02) 29.24/0.838 29.29/0.840 29.27/0.839 29.23/0.837

Table 9: Ablation study on visible factor. Note that the ini-
tial value λs = 3 and λf is the final value.

is not proportional to the performance. Instead, the per-
formance increases and decreases as the visible factor in-
creases, reaching a peak when λf = 11.

6. Conclusion

We propose Blind2Sound, a self-supervised blind de-
noising framework that removes Poisson-Gaussian noise
without residual noise and adapts to sensed noise levels.
Adaptive re-visible loss associates noise parameters with
re-visible transitions to achieve personalized and lossless
denoising. Cramer Gaussian loss introduces fine-grained
noise knowledge to improve estimation accuracy. The noise
estimator is removed during inference. Extensive experi-
ments show that our approach performs better, especially in
real scenes with dynamic noise.
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