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Abstract

Large language models (LLMs) have taken a great step
towards AGI. Meanwhile, an increasing number of domain-
specific problems such as math and programming boost
these general-purpose models to continuously evolve via
learning deeper expertise. Now is thus the time further to
extend the diversity of specialized applications for knowl-
edgeable LLMs, though collecting high quality data with
unexpected and informative tasks is challenging. In this
paper, we propose to use advertisement (ad) videos as a
challenging test-bed to probe the ability of LLMs in per-
ceiving beyond the objective physical content of common vi-
sual domain. Our motivation is to take full advantage of the
clue-rich and information-dense ad videos’ traits, e.g., mar-
keting logic, persuasive strategies, and audience engage-
ment. Our contribution is three-fold: (1) To our knowledge,
this is the first attempt to use ad videos with well-designed
tasks to evaluate LLMs. We contribute AdsQA, a challeng-
ing ad Video QA benchmark derived from 1,544 ad videos
with 10,962 clips, totaling 22.7 hours, providing 5 challeng-
ing tasks. (2) We propose ReAd-R, a Deepseek-R1 styled
RL model that reflects on questions, and generates answers
via reward-driven optimization. (3) We benchmark 14 top-
tier LLMs on AdsQA, and our ReAd-R achieves the state-
of-the-art outperforming strong competitors equipped with
long-chain reasoning capabilities by a clear margin.

1. Introduction
A recent milestone flagged by OpenAI o1 [25] and
DeepSeek-R1 [21] has been in the spotlight, and already
opened up an era of large reasoning models. Mean-
while, going beyond general domains, the specialized do-

*Kai Tian has equal contribution with Xinwei Long.

mains [13, 93] are increasingly studied to boost these
general-purpose LLMs to evolve continuously. The spe-
cialized domains contribute significantly in optimizing and
evaluating generalist models towards specialized reasoning
like domain experts [18, 52]. Recently, a clear phenomenon
[20, 84] has been observed that LLMs are already good at
reasoning a kind of step-wise problems represented by math
and programming. As has been widely discussed [20, 84],
the step-wise problems based on explicit theorems and pro-
gramming syntax are compatible with the chain-style rea-
soning approach ‘‘if A, then B’’. To further extend
the diversity of specialized reasoning for LLMs, it would
be better to exploit other novel domains where the domain-
specific reasoning is unmanageable for “if A, then B”.

Therefore, we, for the first time, propose to use ad-
vertisement videos to probe the reasoning boundary of
LLMs in perceiving implicit multimodal reasoning. The
domain-unique features of clue-rich and information-dense
ad videos can be summarized as key words implicit, non-
physical, mental, heuristic, etc. Different from user-
uploaded videos on social media, ads are typically meticu-
lously crafted by commercial or non-commercial organiza-
tions, making them entertaining, creative, aesthetically ap-
pealing, and capable of offering enjoyment and attracting
viewer engagement.

Based on these domain-specific advantages of ad videos,
we introduce AdsQA, a comprehensive and carefully cu-
rated VideoQA benchmark derived from 1,544 ad videos
containing 10,962 clips, spanning a total of 22.7 hours of
video content. The AdsQA introduces five tasks, each re-
quiring different types and levels of reasoning: (1) Visual
Concept Understanding: Identify and analyze visual ele-
ments in ads. (2) Emotion Recognition: Detect emotions
and infer their roles in ads. (3) Theme and Core Message
Extraction: Summarize the central theme and key messages
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Construction Process of AdsQA Benchmark

Collection of  Ad Videos from Internet (22.7h)

A. Overview of the AdsQA Benchmark.
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Challenging Tasks Diverse Domains 

(#ER) What emotional response does the 
campaign aim to evoke in its audience?

(#AM) Who is likely to benefit most from 
using Loop’s noise-reduction products?

Empowerment and joy by enabling users 
to embrace loud activities they love ...

Festival-goers, partiers, motorcycle riders, 
and those who are neurodivergent or 
sound-sensitive

Household 
Supply
17.4%

Food
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Clothing
8.8%

Entertainment
7.8%

Public 
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4.6%
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4.7%

Others
17.6%
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14.6%

Step 1 Step 2 Step 3

The ball made of hair, symbolizing women's 
relentless pursuit of freedom.

(#VU) Which visual element in the ad represents 
the ongoing struggle for women's rights?

(#TE) What is the main message 
conveyed through the ad's storyline?

(#PS) How does the ad connect screen addic-
tion in children to the issue of insulin pumps?

Children with type-1 diabetes urgently need 
access to advanced medical technology.

By drawing parallels between children’s 
dependence on gadgets and their need for 
medical technology.

a) # Public Service ad for women rights.

d) # Health ad for children with type-1 diabetes.

b) # Clothing (Accessory) ad for LOOP.

(#PS) How does the ad use sensory appeal to 
attract potential customers??

By using pixelated images to create mystery 
and then revealing the Whopper's actual size.

To humorously highlight the Whopper's 
large size through a playful comparison.

By visually presenting the Whopper's 
appetizing layers and textures.

(#PS) How does the ad convey the Whopper's 
size advantage over competitors?

(#TE) What is the primary goal of Burger 
King's campaign featuring the Whopper?

c) # Food ad for King Burger’s Whopper.

B. AdsQA Examples.

Figure 1. Overview of AdsQA benchmark. Subfigs A - B: statistics & diversity, and examples.

of the ad. (4) Persuasion Strategy Mining: Analyze the
strategies used to persuade the audience. (5) Potential Au-
dience Modeling: Identify and characterize the target audi-
ence. The five tasks are formalized as the open-ended QA
format. During the construction process, we propose an in-
novative Role-Played Multi-Agent Annotation framework,
which simulates the role of advertising experts to generate
specialized data and significantly reduces the workload of
human annotators. To ensure data quality, we conduct mul-
tiple rounds of automated data cleaning and manual data
revision. Moreover, based on our AdsQA, we benchmark
14 well-known LLMs, including the GPT-4 level models,
recently-released reasoning-based models, etc.

Humans process visual stimuli from ads and naturally
form mental impressions, rather than relying on rigid log-
ical reasoning templates, e.g., “if A, then B”. Inspired by
this heuristic process, we propose ReAd-R, a Deepseek-
R1 styled Reinforced Ad Reasoner, which learns to gather
effective visual stimuli from ad videos, then reflects on
the questions, and finally answers the given questions in
a human-like manner. Specifically, ReAd-R utilizes a re-
ward function to evaluate the model’s responses and ad-
justs its parameters based on correctness, facilitating learn-
ing through trial and error. As a result, ReAd-R en-
hances reasoning abilities through outcome-reward-driven
optimization, eliminating the need for costly step-wise su-

pervision or chain-of-thought (COT) training data. Exper-
iments demonstrate that our model brings reasoning abil-
ity an obvious gain in comprehending implicit logic of ad
videos. In contrast, other reasoning-based methods obtain
limited improvement due to fixed COT templates and sub-
optimal process reward models.

To our knowledge, our main contribution can be stated as:
(1) AdsQA is the first video QA benchmark for adver-
tisement domain, which is also the first ad benchmark for
LLMs, with domain-unique features implicit, non-physical,
mental, heuristic, etc. It presents a new challenge to the cur-
rent mainstream ‘‘if A, then B’’ LLM thinking ap-
proach, hence further extend the domain specialization rea-
soning scenarios for LLMs. Moreover, it advances ad video
understanding beyond physical-content dominated shallow
perception towards deeper cognitive reasoning.
(2) We propose ReAd-R, a DeepSeek-R1 styled RL rea-
soning model, which enhances the specialized reasoning
capability to understand implicit logic in ad videos like
the human thinking process from perception to cognition.
ReAd-R also can be regarded as one of the earliest attempts
evolving R1-technique to vision research.
(3) We benchmark 14 flagship LLMs on AdsQA, and our
ReAd-R achieves the state-of-the-art outperforming strong
competitors equipped with long-chain reasoning (e.g., vari-
ants of GPT4, LLaVA, and Qwen) by a clear margin.
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2. Related Work
Video Question Answering Benchmarks. Video ques-
tion answering (Video QA) [7, 48, 55, 58, 68] aims to an-
swer user questions based on a given video, requiring a de-
tailed understanding of both the spatio-temporal informa-
tion and the relationships between objects and events [5,
12, 66, 74]. The Video QA community has developed
a variety of benchmarks. From the perspective of video
content, most benchmarks focus on human-centric videos,
such as NextQA [65], ActivityQA [77], MVBench [36],
FunQA [67], and VideoMME [16], which are derived from
movies [19, 59], TV shows [32], social media [67], etc. Ad-
ditionally, there are benchmarks centered on object-centric
videos, such as EgoSchema [47] , which are sourced from
instructional and operational videos [38, 92]. Despite their
advancements, these benchmarks still have several limita-
tions. MovieQA [59] overly relies on dialogue understand-
ing, which restricts the in-depth comprehension of visual
content. Although TGIF-QA [26] requires some complex
reasoning, the GIFs used are typically no longer than 3 sec-
onds. ActivityQA [77] and Next-QA [65] have introduced
open-ended QA tasks, but the annotated answers are often
overly simplistic, usually consisting of just a few words. To
sum up, current video QA benchmarks face limitations in
video diversity and the setups of QA pairs.
Video QA Methods and Video-LLMs. Early video QA
methods employed graph structures [29, 56, 90] or trans-
formers [17, 33, 37] to model the spatiotemporal relation-
ships in videos and capture interactions between humans
and objects. Recently, Video-LLMs [6, 45, 46] have demon-
strated impressive capabilities in video understanding. Rep-
resentative Video-LLMs include the VideoLLaMA [9, 47]
series, LLaVA series [34, 39, 41, 70, 86], InternLM se-
ries [62, 85], and Qwen series [4, 60]. Video-LLMs take
both the question and the video as input and directly gen-
erate the answer, implicitly performing the reasoning and
thinking process in an efficient manner. Moreover, Some
methods attempt to explicitly model the reasoning process
through step-by-step thinking or multi-round debates. For
example, some studies [15, 22, 57, 63, 81] leverages chain-
of-thought to simulate the thinking process, while VideoA-
gent [14, 61, 73] improves reasoning capabilities through
agent collaboration.
Advertisement Understanding. Internet companies gen-
erate substantial profits by automatically distributing adver-
tisements to target users, making the understanding of ad
content highly important [28, 79]. The Pit dataset [24], one
of the earliest efforts in automatic ad understanding, formal-
ized this task as a visual question-answering (VQA) prob-
lem [43]. Subsequent research has built upon the Pit dataset
or further developed it [53], or utilized their own private
datasets [72]. These studies have mainly focused on a sin-
gle aspect of advertisement understanding, such as persua-

sive strategies in image ads [31, 76], image ad search [89],
intent understanding [27], and visual metaphor comprehen-
sion [3, 53, 71, 82, 83]. Although the Pit dataset primarily
focuses on image advertisements, it also provided a subset
of video advertisements they collected. However, the Pit
dataset suffers from issues such as data inaccessibility, lack
of diversity, and limited Q&A formats. Therefore, there is
currently no comprehensive Video QA benchmark available
in the advertising domain.
Reinforcement Learning for Reasoning. Recent research
efforts [25, 30, 44, 94] have attempted to improve the rea-
soning capabilities of LLMs through reinforcement learn-
ing. Recently, DeepSeek-R1 [21] achieved significant im-
provements in reasoning based on reinforcement learning,
eliminating the need for intermediate reasoning signals.
S1 [49] demonstrated that even with only a few hundred
data points, the model can effectively perform reasoning in
specialized tasks. However, current research on RL-based
reasoning primarily focuses on math and code problems,
with few works [42] attempting to apply it to multimodal
domains, particularly open-ended video QA tasks.

3. The AdsQA Benchmark

3.1. Task Definition

To comprehensively evaluate the model’s ability to under-
stand ad videos, we divided the questions into five types,
with each one targeting a specific angle of ad analysis.
Visual Concept Understanding (VU) task evaluates the
model’s ability to comprehend specific visual concepts,
such as characters, objects, scenes, slogans, and other de-
tails, as well as their interrelationships.
Emotion Recognition (ER) assesses if the models under-
stand what emotion the ad evokes, and how ads establish
connections with audiences through emotions.
Theme and Core Message Extraction (TE) drives the
models to extract the underlying message or central idea
that the ad explores. This task requires deep reasoning to
gather visual information from the full video.
Persuasion Strategy Mining (PS) task evaluates the
model’s ability to uncover the strategies used to convey core
messages and persuade audiences, such as humor, exagger-
ation, and visual rhetoric. The task includes questions, such
as: how an ad conveys its central message, why the ad is
appealing, and what strategies the ad employs.
Potential Audience Modeling (AM) probes the model’s
performance in identifying potential audience groups and
their profiles. It sets key questions, such as who the ad tar-
gets and what the characteristics of the audience are. This
task directly reflects the ad’s influence and value.

These five tasks are defined as the open-ended video QA
and each question is annotated with a ground-truth answer.
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3.2. Dataset Construction Pipeline
AdsQA benchmark construction pipeline is in three stages:
Pre-Processing. To serve the ad video understanding, we
consider the creativity, aesthetic quality, and availability of
videos during our collection process. We do not use any
private data; instead, we collect creative ad videos that ad-
here to the Creative Commons License from a creative com-
munity platform [1]. This platform offers publicly accessi-
ble, high-quality ad videos uploaded by creators. Specifi-
cally, we first crawl videos along with their metadata. The
metadata is typically written by the uploader (i.e., usually
the creator of the ad) and includes information such as the
theme, content, and key creative elements of the ad. It
can be considered the “ground-truth” information of the ad
video and serves as an important reference for our bench-
mark construction. Then, human experts are asked to care-
fully review the completeness and accuracy of the metadata
and manually remove incomplete samples. Additionally, we
conduct automated filtering based on video duration, aes-
thetic score, and content to ensure video quality and exclude
non-ethical and negative content.

Considering efficiency and accuracy, we employ
PySceneDetect to segment ad videos into fine-grained video
clips to avoid missing detailed information in subsequent
steps. For each clip Ci, we use Video-LLMs to generate
its description Desci. To preserve key visual elements, we
sample n keyframes {F 0

i , ..., F
Nmax
i } from each clip based

on frame similarity calculated using SSIM [64], where n is
determined by the duration of each clip. To retain speech
information, we extract speech information Asri for each
clip using the Whisper model, and translate them into En-
glish using GPT-4 [23]. Therefore, an ad video with N clips
can be represented as a modality-interleaved sequence, as
Eq. 1,

V = {M, {F 0
i , ..., F

ni
i , Desci, Asri}Ni=1}, (1)

where M denotes the meta-information of the video. The
modality-interleaved sequence will be used for automated
annotation generation.
Role-Played Multi-Agent Annotation. To balance data
quality and cost, ensure data diversity, and avoid template-
driven outputs, we propose a Role-Played Multi-Agent An-
notation framework to automatically generate video QA
pairs. Inspired by previous research [78], we found that
agents can develop specialized capabilities in the ad domain
by configuring specific skill sets, such as marketing, visual
design, and consumer psychology. Therefore, we can lever-
age AI agents to act as ad experts, analyzing diverse facets
of ad videos and designing more specialized and challeng-
ing questions. We ask human experts to create profiles for
advertising expert skills, enabling AI agents to adaptively
select profiles (or autonomously generate new profiles) to
accomplish role-playing tasks. Additionally, human experts

provide examples of QA pairs as in-context demonstration
to guide the agents in generating appropriate QA pairs.

The Role-Played Multi-Agent Annotation is formulated
into a three-stage pipeline. (1) In the initial stage, a mas-
ter agent is recruited to generate a preliminary QA anno-
tation for the given modality-interleaved sequence V . (2)
In the iterative stage, the master agent checks the quality
of the current QA annotations and decides whether to re-
cruit a specialized expert agent. If necessary, the master
agent selects a profile for the expert agent and instantiates
it accordingly. The expert agent then generates new QA an-
notations leveraging its specialized expertise. Finally, the
master agent revises the original annotations based on the
expert agent’s provided annotations and assesses whether
to terminate the iteration or continue to recruit a new expert
agent. (3) After terminating the iteration, the master agent
synthesizes outputs from previous iterations to produce the
final QA annotation.
Automated Data Cleaning. After automated annotation
through multi-agent collaboration, we employ the IXC-2.5-
Reward model [80] to automatically verify the correctness
of the answers. Given the video, question, and meta infor-
mation, the reward model scores the answer. QA pairs with
scores below a certain threshold are flagged and carefully
reviewed by annotators.

3.3. Manual Check and Quality Control
Following the automatic annotation generation, we conduct
a careful manual check and revision on all Q&A pairs, fo-
cusing on the question suitability, annotation correctness,
video content, and task difficulty. To ensure the quality
of Q&A pairs, we first remove questions that are homoge-
neous, unrelated to the ads’ theme, or cannot be answered
based on the ad video (e.g., those requiring external knowl-
edge). Then, we incorporate the meta information as ground
truth to verify the accuracy of the reference answers. We
eliminated pairs containing inaccurate, ambiguous, or bi-
ased answers. After two rounds of rigorous selection, only
37% of the QA pairs remain. Additionally, we manually re-
vise the wording of some QA pairs to improve their clarity
and accuracy. Any modifications to a sample are reviewed
by other annotators to ensure consistency and reliability.

3.4. Dataset Statistics
Videos. Our AdsQA Benchmark includes a total of 1,544
unique advertisements, comprising 10,962 video clips for
evaluation. As shown in Fig. 2a, these ad videos span 9 pri-
mary domains. The video durations range from 15 to 120
seconds, with an average length of 52.9 seconds, amounting
to a total of 22.7 hours of content. Each ad video is accom-
panied by metadata, including a title, tags, automatic speech
recognition (ASR) results, and descriptions. This metadata
is utilized for Q&A generation, as described in Sec. 3.1.
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Figure 2. Statistics of Our AdsQA Bench.

Most of the ad videos are in English and primarily originate
from North America and Europe.
Q&A Pairs. Our AdsQA Benchmark includes 7,859 QA
pairs (among which 29.2% of the questions can be cate-
gorized into two types, resulting in a total of 10,154 QA
pairs for evaluation). Among these: Visual Concept Under-
standing accounts for 21.4% of the QA pairs, Theme and
Message Extraction accounts for 28.5%, Persuasion Strat-
egy Mining accounts for 25.3%, Potential Audience Model-
ing accounts for 15.1%, and Emotion Recognition accounts
for 9.8%. Typical persuasion strategies include metaphor,
symbolism, humor, expert opinion, and others. Some ques-
tions may fit into two categories, such as “What is the role
of a particular visual concept in relation to the theme?”. On
average, each question consists of 17 words and each an-
swer contains approximately 12 words.

4. Methodology

As illustrated in Fig. 3, we propose ReAd-R, a DeepSeek-
R1 styled Reinforced Ad Reasoner, to simulate human
heuristic thinking and learn from trial and error. The model
takes an ad video and a question as input. The policy model
generates a set of reasoning processes, including thoughts
and answers, based on the given input. Each reasoning pro-
cess is evaluated using a reward function to compute its re-
ward value. After calculating the reward values for all out-
puts, each reasoning process is assessed and used to update
the policy model. Additionally, ReAd-R employs KL di-
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Figure 3. Framework of ReAd-R. Given a question and video,
the policy model generates multiple responses. The reward model
evaluates and scores them, and the rewards are used to update the
policy model via policy gradient optimization.

vergence to control the difference between the policy model
and the reference model, ensuring stable training.
Data Preparation. Inspired by previous work [21, 49], RL-
based reasoners can improve reasoning capabilities with
limited high-quality data. We additionally crawled a total of
1,053 ad videos along with their metadata and automatically
generated annotations using the same method. We utilized
metadata tags collected during data crawling (e.g., topic,
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domain) to ensure diversity, adopted Video-LLM evaluation
results to assess difficulty, and performed manual quality as-
sessment based on the same criteria as in Sec. 3.3. Finally,
we selected 100 videos and 500 question-answer pairs. We
designed a prompt format to guide the model to output its
reasoning process before providing the final answer.
Reward Modeling. The reward model guides the model
to find the optimal direction through trial and error. Ideally,
ReAd-R’s responses should (1) include as many elements
of the standard answer as possible and (2) avoid containing
content not mentioned in the ad video (e.g., hallucinations).
To achieve this, we propose a rule-guided LLM evaluator
as the reward model to assess the quality of each response.
We introduce two sets of rules: inclusion rules and exclu-
sion rules. The inclusion rule requires that the generated
answer incorporate as many elements of the standard an-
swer as possible. If satisfied, the reward value is 1.0; other-
wise, it is 0. The exclusion rule states that if the generated
content includes elements not mentioned in the standard an-
swer and these elements cannot be inferred from the meta-
information, they should be judged as incorrect. To avoid
sparse reward values in the early stages, we relaxed the in-
clusion rule. If the generated response partially includes
factual elements, it is assigned a reward value of 0.5. Ad-
ditionally, the format reward is used to enforce the model’s
predictions to adhere to the required format of <think> and
<answer>, as R(·) = Rans(·) +Rformat(·).
Reinforced Fine-tuning. Following DeepSeek-R1, we em-
ploy the GRPO algorithm instead of PPO to optimize our
model. ReAd-R first generates n distinct responses O =
{o1, o2, ..., on} from the current policy model πθold . Then,
the reward model R(·) evaluates these responses O to ob-
tain their reward value as {r1, r2, ..., rn}, and the advantage
Ai is defined as

Ai =
ri −mean({r1, r2, ..., rn})

std({r1, r2, ..., rn})
. (2)

Ai denotes relative quality of the ith answer when com-
pared to the group of rewards {r1, r2, ..., rn}. This strat-
egy encourages the model to generate better answers with
higher reward values within the group. We use GRPO algo-
rithm [20] to optimize our policy model based on Ai.

5. Experiments
5.1. Experimental Settings
Evaluated Models. We select 14 top-tier LLMs as
strong competitors covering diverse categories: (1) GPT-4
Level Baselines: including GPT-4o [23], GPT-4V [2] and
Qwen2.5-VL-72B [4]. (2) Open-sourced Video LLMs: We
present at least one representative model released in the
past six months from each series of Video-LLMs, such as
Qwen2.5-VL-7B [4], LLaVA-Onevision-7B [34], and oth-

ers. (3) Reasoning Based Methods: We re-implemented
several reasoning-based methods and applied them to the
AdsQA task. These methods include the Video Chain-
of-Thought (VOT) [15], the Role-Played Agent (EvoA-
gent) [78], and the Monte Carlo Tree Search (MCTS) al-
gorithms [84]. Detailed descriptions and implementation
methods are provided in the appendix.
Evaluation Metric. All five tasks of AdsQA are evalu-
ated as open-ended QA, allowing for the free-text evalua-
tion methods. Traditional free-text metrics [40, 51] are sen-
sitive to lexical variations, which may introduce bias when
evaluating different LLMs. Recent studies [8, 10, 19, 67]
have shown promising results in using large generalist mod-
els to evaluate generated text. Therefore, we follow their
framework and employ GPT-4o to assist in evaluating free-
text similarity. Specifically, we use the same inclusion and
exclusion rules mentioned in Sec. 4 to guide the scoring of
text generated by the large model. We provided each sam-
ple with a ground-truth answer and meta-information; each
meta-information includes relevant information such as the
creative elements, content, storyline, and themes of the ad-
vertisement video. We propose both relaxed and strict scor-
ing modes. Our strict accuracy Accstrict is defined as:

Accstrict =
1

n

n∑
i=1

1{xi = yi}, (3)

where 1{·} is the indicator function that returns 1 if the
model’s response xi semantically matches all elements of
the standard answer yi, and 0 otherwise.

In the relaxed mode, the relaxed accuracy Accrelaxed is
defined as:

Accrelaxed =
1

n

n∑
i=1

(1{xi = yi}+ λ · 1{xi ≈ yi}), (4)

where 1{xi ≈ yi} returns 1 if the response xi partially
addresses the elements of yi, and 0 otherwise. It is observed
λ = 0.5 works well in experiments. Our prompt template
for model-based evaluation are in the appendix.
Implementation Details. Our ReAd-R is model-agnostic.
In our main experiments, we utilize Qwen2-VL-7B as the
base model. We froze the parameters of the visual backbone
and only fine-tuned the parameters of the language model.
We conducted the experiments with a batch size of 4 and
a learning rate of 1e-6 on a server with eight A100 GPUs,
with a training duration of 12 hours. Additional details and
hyperparameters are provided in the appendix.

5.2. Results and Observations
Although GPT-4 achieves over 85% accuracy on other
datasets such as Next-QA, its strict accuracy on our dataset
is only 29.4%, and its relaxed accuracy is just 56.6%. This
shows that our benchmark exceeds the capabilities of some
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Model Strict Accuracy Relaxed Accuracy

VU ER TE PS AM Overall VU ER TE PS AM Overall

Human Results∗ 55.1 39.4 57.1 57.5 45.8 51.3 74.5 65.9 75.7 76.2 64.6 71.4

Commercial Large Muitimodal Model

GPT-4o [23] 24.9 26.5 32.6 32.3 31.0 29.4 50.1 57.8 62.4 55.2 54.8 56.6
Gemini-2.5-Pro∗ [11] 36.0 44.0 40.4 29.3 33.3 35.9 59.2 69.0 64.0 54.4 62.4 60.7

Open-sourced Video-LLMs

VideoLLaMA2-7B [9] 4.56 7.75 7.28 6.06 7.38 6.48 21.6 29.0 28.4 22.6 27.2 25.2
InternLM-XComp.2.5-7B [85] 11.2 10.7 16.3 11.9 12.1 12.6 34.7 35.9 41.5 34.1 37.3 36.5

LLaVA-OneVision-7B [34] 11.8 11.6 16.2 13.7 15.1 14.0 35.8 39.5 43.2 36.8 41.7 39.1
LLaVA-Video-7B [87] 14.0 14.4 18.7 15.2 17.3 16.1 37.8 41.6 45.1 38.1 43.6 41.0

MiniCPM-o 2.6-7B [75] 13.0 15.3 17.3 14.9 18.9 16.3 38.1 43.4 45.7 39.1 45.0 42.5
Qwen2-VL-7B [60] 13.7 15.4 20.2 16.0 20.0 17.2 36.8 41.3 46.0 37.7 44.6 41.0
Qwen2.5-VL-7B [4] 20.2 23.2 24.6 20.5 24.3 23.0 45.8 50.4 51.8 45.3 50.9 48.9
Qwen2.5-VL-72B [4] 26.7 30.2 34.8 29.8 34.7 31.0 51.8 57.4 59.5 53.8 59.2 55.8

Reasoning-based Models

VOT (Qwen2-VL-7B) [15] 14.3 16.4 19.5 12.6 22.0 17.0 36.5 43.3 42.5 35.2 45.1 40.2
EvolAgent (Qwen2-VL-7B) [78] 15.0 16.1 21.6 16.5 20.4 18.3 38.6 43.4 46.4 40.4 45.3 42.6

MCTSr (Qwen2-VL-7B) [84] 14.8 10.2 19.3 16.1 16.4 17.1 40.6 41.3 46.5 41.1 42.6 43.4

Qwen2-VL-7B (SFT) [60] 10.5 12.5 17.9 13.8 15.9 14.1 34.8 42.1 42.7 34.9 41.4 38.8
ReAd-R (Qwen2-VL-7B) (Ours) 15.8 19.3 21.7 18.5 18.8 18.6 42.3 46.4 50.0 43.4 47.8 44.9
ReAd-R (Qwen2.5-VL-7B) (Ours) 20.4 27.9 27.2 22.1 25.5 25.0 46.2 56.2 54.6 48.2 52.6 51.5

Table 1. Experimental Results.

multi-modal large models. We observe that the state-of-
the-art multi-modal models show strong visual perception,
often generating partial answers by describing video seg-
ments. However, fully understanding the underlying mean-
ing of ads is difficult for all baseline models. This requires
not only identifying specific visual elements but also inter-
preting their implicit logic.

Different tasks vary in difficulty, but their performance is
comparable. Though tasks focus on different aspects, these
aspects are closely linked. For example, ads may use emo-
tions or specific visuals to convey themes. Most models per-
form best on Theme and Message Extraction and Audience
Modeling tasks. This is because ad videos aim to deliver
clear messages to specific audiences, making it relatively
easier to identify themes and target users. Even without
fully understanding creative elements or marketing strate-
gies, models can infer these from characters, scenes, or slo-
gans in the ad. The Persuasion Strategy Mining task is more
challenging. It requires models to explain how and why
ads use certain designs or elements. These questions are
often not directly expressed in the video and may even re-
quire interpreting counterfactual or unexpected visual infor-
mation, which increases the difficulty of this task. Models
also perform worse on the Visual Concept Understanding
(VU) task. While other video QA benchmarks [77] focus on

surface-level questions like “What color are the gloves?”,
our VU task requires understanding global ad information,
such as “Which scene represents the ad’s theme?” Answer-
ing this question requires understanding the theme, identi-
fying related scenes, and describing them briefly.

On the AdsQA task, reasoning models that excel in code
and math tasks achieved only marginal results, even with ten
times the computational cost. This shows that AdsQA rea-
soning differs significantly from tasks like math and code.
Math and code rely on structured “if A, then B” reasoning,
while ads require associative reasoning, connecting con-
crete visuals to abstract concepts. Prior work [91] also sug-
gests chain-of-thought reasoning can hinder abstract rea-
soning performance. Though MCSTr improved results by
2.4% over Qwen2-VL, its search process is inefficient and
highly dependent on the reward model. In some cases,
Qwen2-VL answers correctly, but MCSTr fails due to in-
correct search directions from the reward model. Moreover,
training an effective reward model is difficult, especially in
the data-scarce ad domain.

Our method, ReAd-R, achieves a 3.9% improvement us-
ing only 500 video-question-answer triplets, outperforming
Qwen2-VL and other reasoning models. During inference,
our model reasons about video content and questions by
generating free-text explanations, eliminating the need for
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Strict Acc. Relaxed Acc.

ReAd-R (Our Model) 18.6 44.9

w. Uncurated Data 13.2 36.2
w. Strict Reward 15.1 41.7

w.o. Prompt Constraints 16.8 42.9

Qwen2-VL (SFT) 14.1 38.8
w. Uncurated Data 16.0 40.9

VOT (Chain length: 3) 17.0 40.2
w. (Chain length: 5) 13.6 36.2

Table 2. Ablation study on ReAd-R, Qwen2-VL SFT, and VOT.

fixed chain-of-thought (COT) templates (e.g., VOT), addi-
tional reward functions (e.g., MCTSr), or iterative search
processes (e.g., MCTSr and EvolAgent). Interestingly, we
observe that supervised fine-tuning (SFT) on the same data
caused a sharp performance drop of 2.2% for Qwen2-VL.
Using limited but high-quality data does not improve the
performance of SFT models. SFT may overfit to the fea-
tures of the training data, leading to poor generalization on
diverse test sets. In contrast, our ReAd-R model improves
reasoning capabilities through RL on limited data, achiev-
ing generalization across diverse advertisement videos.

5.3. Ablation Study
We conduct ablation studies for our ReAd-R model in
Tab 2. We first show results of RL fine-tuning on 1,053
uncurated videos and 5,159 QA pairs. Our model per-
forms worse than Qwen2-VL. This is due to the GRPO al-
gorithm’s sensitivity to data quality. Early in fine-tuning,
low-quality data can mislead optimization, causing subop-
timal results. Next, we test a strict reward rule (only fully
correct answers receive a Rans reward of 1; otherwise, the
reward is 0). Our method does not achieve improvement
through RL fine-tuning. During training, we observe that
the strict reward rule makes it hard for the model to earn
rewards, limiting gains. We also find ReAd-R is sensi-
tive to prompt templates. Properly constraining the model’s
thinking and answers (e.g., avoiding repetitive content in
<think> </think> and <answer> </answer> tags) stabi-
lizes training and improves performance.

We also conduct ablation studies on our implemented
baselines (e.g., VOT, Qwen2-VL SFT). We present the re-
sults of Qwen2-VL fine-tuned using uncurated data. Inter-
estingly, the model fine-tuned on uncurated data improves
by 2.1% over limited-data fine-tuning but still lags behind
the non-SFT model. This shows SFT does not enhance rea-
soning on ad data. Additionally, we experiment with VOT
using a COT length of 5 (as set in its original paper) and
observe a significant performance drop of 4.0%. The model
does not benefit from step-by-step reasoning; instead, accu-
mulated errors degrade its performance. This highlights the

�4XHVWLRQ��:KR�LV�OLNHO\�WR�EHQHILW�PRVW�IURP�XVLQJ�/RRS¶V�QRLVH�UHGXFWLRQ�SURGXFWV"

)HVWLYDO�JRHUV��SDUWLHUV��PRWRUF\FOH�ULGHUV��DQG�WKRVH�ZKR�DUH�QHXURGLYHUJHQW�RU�
VRXQG�VHQVLWLYH�

*URXQG�7UXWK

3HRSOH�ZKR�QHHG�WR�EORFN�RXW�ORXG�QRLVHV�LQ�SXEOLF�VSDFHV�RU�GXULQJ�LQWHQVH�
DFWLYLWLHV�OLNH�GDQFLQJ�DQG�VPRNLQJ����6FRUHG�����E\�(YDOXDWRU�
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Figure 4. Case Study. Due to the limited page space, we omit the
model’s thinking process and show only final answer.

difference between abstract reasoning in the ad domain and
chain-style logical reasoning.

5.4. Case Study

As shown in Fig. 4, Qwen2.5-VL generates vague and
overly general answers (scored 0 by GPT-4). The COT
baseline produces better answers (scored 0.5 by GPT-4) by
gathering information step-by-step through a reasoning pro-
cess, but it still misses some important clues in the video.
Our ReAd-R learns to perform video-grounded reasoning
through reinforcement fine-tuning, deriving the final an-
swer by summarizing its reasoning process. The reinforced
thinking-answer mechanism helps ReAd-R generate more
complete and precise answers.

6. Conclusion

We contibute AdsQA, the first advertisement benchmark for
LLMs, with domain-unique features implicit, non-physical,
mental, heuristic, etc. It presents a new challenge to the
current “if A, then B” LLM thinking approach, hence fur-
ther extend the domain specialization reasoning scenarios
for LLMs. We propose ReAd-R, a DeepSeek-R1 styled
RL reasoning model, no need of costly supervision, which
enhances the specialized reasoning capability to understand
implicit logic in ad videos. We benchmark 14 flagship
LLMs on AdsQA, and our ReAd-R achieves the state-
of-the-art outperforming strong competitors equipped with
long-chain reasoning capabilities (e.g., variants of GPT4,
LLaVA, and Qwen).
Acknowledgments. This work was supported by the Na-
tional Key Research and Development Program of China
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