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Abstract

As Multimodal Large Language Models (MLLMs) gain
widespread applicability, it is becoming increasingly desir-
able to adapt them for diverse user needs. In this paper,
we study the adaptation of MLLMs through controlled de-
coding. To achieve this, we introduce the first method for
reward-guided decoding of MLLMs and demonstrate its ap-
plication in improving their visual grounding. Our method
involves building reward models for visual grounding and
using them to guide the MLLM’s decoding process. Con-
cretely, we build two separate reward models to indepen-
dently control the degree of object precision and recall in
the model’s output. Our approach enables on-the-fly con-
trollability of an MLLM’s inference process in two ways:
first, by giving control over the relative importance of each
reward function during decoding, allowing a user to dy-
namically trade off object precision for recall in image cap-
tioning tasks; second, by giving control over the breadth
of the search during decoding, allowing the user to control
the trade-off between the amount of test-time compute and
the degree of visual grounding. We evaluate our method
on standard object hallucination benchmarks, showing that
it provides significant controllability over MLLM inference,
while consistently outperforming existing hallucination mit-
igation methods.

1. Introduction
Multimodal Large Language Models (MLLMs) have shown
great potential to solve a wide range of visiolinguistic tasks,
while offering a general language interface to users [5, 9].
As the adoption of MLLMs increases [1, 14, 43], the de-
mand to easily control their behavior to satisfy diverse user
needs is emerging. Two needs, in particular, arise among
the most important for users of MLLMs: a) control over
the precision and thoroughness of their output (e.g., object
recall), and b) control over the amount of compute spent

to generate those outputs. For instance, a user with vi-
sual impairment using the system to understand their sur-
roundings may want the MLLM to respond with highly pre-
cise outputs (as hallucinations might be highly undesirable),
while avoiding overly high latency on limited compute (e.g.,
on a smartphone); instead, a user leveraging the MLLM
to generate synthetic captions to train downstream models
may prioritize more diverse and detailed outputs (even if it
means tolerating lower precision) while having the flexibil-
ity to spend more compute.

In this paper, we tackle this problem and pro-
pose a method for inference-time alignment of MLLMs.
Our method, called multimodal reward-guided decoding
(MRGD), employs two reward functions, one tailored for
hallucination reduction [3] and one tailored for improving
object recall. Using these reward functions as criteria for
searching for better outputs, our method gives control over
the two axes mentioned above: by giving the option to set a
relative weight for each reward, it allows to smoothly con-
trol the trade-off between object precision and recall of the
MLLM’s outputs; by varying the breadth of the search, we
can control the trade-off between the amount of test-time
compute and the degree of visual grounding (which encom-
passes both object precision and recall).

Previous works explored reducing hallucinations in
MLLMs by using methods such as prompting [53], super-
vised fine-tuning (SFT) [26] and RLHF fine-tuning [42,
49, 56]. However, these methods do not allow fine-grained
inference-time controllability of the MLLM’s behavior:
prompting relies on very coarse control by means of prompt
engineering, while SFT and RLHF allow no controllability
at all during inference. For text-only LLMs, reward-guided
decoding has been shown to be an effective way of obtain-
ing fine-grained controllability [13, 19, 32, 40], but there
is a lack of such techniques for MLLMs. Compared to the
text-only case, for which a reward model processes data
from a single modality, reward models guiding MLLMs
face unique challenges, as they need to process both visual
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and textual information at the same time. In particular,
multimodal reward models need to understand the interac-
tion between the generated text output and an input from
a different modality (an image). This interaction can cause
specific types of hallucinations to emerge [57] and should
be addressed by tailored solutions [42].

In summary, the main contributions of our paper are:
• We propose a novel approach for reward-guided decod-

ing for MLLMs, based on building reward models for
different aspects of visual grounding and combining them
to guide the search for high-quality outputs at test time.

• Through extensive experiments, we show that in MLLMs
there exists an inherent trade-off between object preci-
sion and recall, as well as between compute and visual
grounding quality. Our proposed method allows a user to
specify a desired balance between these factors, enabling
smooth adaptive control over the precision and recall, as
well as between compute and visual grounding trade-offs,
depending on task requirements and resource constraints.

• We demonstrate on standard hallucination benchmarks
that our proposed method consistently outperforms exist-
ing hallucination mitigation approaches, while allowing
test-time controllability of an MLLM’s outputs.

2. Related work
Guided decoding of LLMs. In the text-only setting, sev-
eral works have explored guiding the decoding process
of LLMs with a reward model to control output features
such as helpfulness and harmlessness, and summary quality.
[11, 19] train a reward model to evaluate full responses, and
apply it at each decoding step to evaluate response prefixes
and modulate the next-token probability distribution before
sampling. Instead, [13, 16, 32, 36, 47] explicitly train a
scoring function to predict the expected reward of response
prefixes, also known as value function. [7, 22, 23, 28, 40]
explore sampling strategies such as best-of-k, beam search,
or Monte Carlo tree search, which are based on generat-
ing multiple responses and selecting the best one with a
reward model or value function. Unlike existing methods
for LLMs, we build multimodal reward models to evalu-
ate responses to multimodal instructions, which addition-
ally contain images, and focus on evaluating MLLMs on
visual grounding tasks. These models require processing
both visual and textual information simultaneously, which
can lead to different types of hallucinations that are specific
to the multimodal nature of the inputs. Therefore, it is im-
portant to develop solutions that effectively address these
unique challenges.
Mitigating hallucinations of MLLMs. Prior work on
mitigating visual hallucinations of MLLMs has focused
on supervised fine-tuning [26, 29], preference fine-tuning
with RLHF/RLAIF [2, 39, 42, 45, 49, 50, 55, 56, 58] or
prompting [53]. Reward-guided decoding can be more

powerful than fine-tuning or prompting, as it directly
optimizes the output, making it more likely to produce
the desired results [13, 19, 32, 40]. In contrast, the prin-
ciples learned during fine-tuning or specified in (system)
prompts may not always be respected at generation time.
In addition, reward-guided decoding can be combined
with prompting or fine-tuning, and readily applied to
many base models without retraining. Other methods
also propose to refine the MLLM’s output, either via
post-hoc rectification [48, 52, 57] or specialized decoding
strategies [15, 21, 44, 54]. Most similar to our method,
CGD [12] uses an off-the-shelf CLIP-like model to guide
decoding. However, we show that training a multimodal
reward model on preference data using a stronger backbone
is more effective at mitigating hallucinations. Furthermore,
we propose to guide the decoding process with a com-
bination of reward models for visual grounding, which
allows the user to control the trade-off between object
hallucination and recall in the MLLM’s outputs.

3. Method

We propose a multimodal reward-guided decoding strategy
to improve the controllability of MLLMs at inference time.
We first build small yet effective multimodal reward models
to evaluate different aspects of visual grounding, and later
combine them for search-based guided decoding.

3.1. Building multimodal reward models

The effectiveness of our guided decoding strategy hinges on
the existence of a reward function capable of successfully
evaluating how well a response satisfies a certain objective.
Unlike for math or coding problems [7], there are no auto-
matic verifiers for the open-ended responses generated by
MLLMs. We want to build a method that gives controlla-
bility over the outputs of an MLLM by trading off object
precision and recall at inference time. To achieve so, we
build two reward models (RMs), that allow to incentivize
precision and recall respectively: (1) an object hallucina-
tion reward model rωhal (shortened to rhal when omitting the
parameters is clear), trained from preference data obtained
from a mixture of datasets, and (2) a recall reward model
rrec, obtained by combining pre-trained modules. We next
describe in detail how we build these two reward models.

3.1.1. Training rhal from preference data

Given a dataset of multimodal preference data for object
hallucinations D = {xv, xq, y

+
, y

→}i, where y
+ and y

→

are the chosen and rejected responses respectively, we train
our reward model for object hallucination r

ω
hal as a classi-

fier that predicts the preference probability following the
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Multimodal
LLM

rhal

Describe this image in detail.

This image features a large body 
of water such as a lake or a bay 
filled with several boats of 
various sizes.

1.14

0.62

The image features a bay golf 
course with large boats tied up 
at the docks near different 
houses.

-0.15

0.08
-0.04

The image depicts a lush green 
park situated alongside two 
large lakes.

-0.17

0.03
-0.07

…various sizes. The boats are docked 
against a small shore or pier, and a 
busy city with trees and buildings 
can be observed in the background.

1.08

0.13
0.61

…various sizes. In addition to the 
boats, there are some moored canoes 
scattered around the waterfront.

0.02

0.13
0.07

…various sizes. A cruise ship with 
two colors, red and white, can be 
seen sailing down the lake.

0.05

0.07
0.07

…
… …

rrec 0.10

Figure 1. Illustration of multimodal reward-guided decoding (MRGD) for MLLMs. At each iteration, k candidate completions (sentences
in our case) to a partial response are sampled from the MLLM and evaluated according to a linear combination of rewards (the process is
illustrated for the first selected completion and omitted elsewhere). The completion with largest score is selected and added to the context
to generate the next k candidates, until the <EOS> token is encountered.

Bradley-Terry model [6, 33]:

LRM (xv, xq, y
+
, y

→
; ω) = → log ε(r

ω
hal(xv, xq, y

+
)

→ r
ω
hal(xv, xq, y

→
))

(1)
To facilitate combining multiple rewards, it is desirable

that rωhal(xv, xq, y) ↑ [0, 1]. Therefore, we add a pair of
mean-squared error loss terms to encourage rωhal(xv, xq, y

+
)

to be close to 1 and r
ω
hal(xv, xq, y

→
) to be close to 0, while

simultaneously avoiding the gradient saturation pitfalls of
squashing activation functions. Ultimately, this leads to the
following loss function:

L(ω) = E
(x,y+,y→)↑D

[LRM (x, y
+
, y

→
; ω)

+ (r
ω
hal(x, y

+
)→ 1)

2
+ r

ω
hal(x, y

→
)
2
],

(2)
where x = (xv, xq).

We use PaliGemma [4] as the backbone of our reward
model for object hallucination, and add to it a regression
head consisting of a linear layer projecting the last out-
put token embedding to a single scalar. During our ini-
tial exploration, we also considered CLIP [34] as a poten-
tial backbone for our reward model, but we ultimately dis-
carded it due to the limited context length of CLIP’s text en-
coder, which was insufficient to handle the longer responses
present in preference data.

3.1.2. Building rrec by composing off-the-shelf modules
We build our reward model for object recall rrec from
three off-the-shelf modules: a pre-trained object detector,
a pre-trained word embedding model, and classical NLP
tools. Given an image xv and a generated caption y, we first
extract the reference objects from the image with the object
detector, denoted as Oref = {o1, o2, ..., on}, where n is
the number of detected reference objects. We also extract
the predicted objects from the caption with a POS tagger,

denoted as Opred = {p1, p2, ..., pm}, where m is the
number of generated objects. We embed both reference and
predicted objects with word embeddings fe : W ↓ Rd,
where W is the set of all words and d is the dimensionality
of the embedding space. This results in embedded reference
objects Eref = {fe(o1), fe(o2), ..., fe(on)} and embedded
predicted objects Epred = {fe(p1), fe(p2), ..., fe(pm)}.
Next, we compute the all-to-all semantic similarity be-
tween the embedded reference and predicted objects using
a similarity function sim : Rd ↔ Rd ↓ R. Specifically,
for each predicted object pi, we compute its similarity
with each reference object oj as simij = fe(pi) · fe(oj)T .
We consider a predicted object pi as a true positive if its
maximum semantic similarity with any reference object is
above a threshold ϑ , i.e., maxj=1,...,n simij > ϑ . Finally,
we sum all true positives and divide by the number of
reference objects to obtain the estimated object recall rrec:

rrec =

∑m
i=1 I(maxj=1,...,n simij > ϑ)

n
, (3)

where I(·) is the indicator function.

3.2. Multimodal reward-guided decoding
Our goal is to guide the generation process of an MLLM
where the generated response is modulated using the two
reward functions described above. Given an image xv and a
visual instruction xq , an MLLM ϖ generates a text response
y = {y1, ..., yn} autoregressively token-by-token, i.e., y ↗
ϖ(xv, xq). To give a user the possibility of choosing the
relative strength of each reward model on-the-fly, we define
a score s as the linear combination of the rewards for object
hallucination rhal and object recall rrec:

s(xv, xq, y) = w · rhal(xv, xq, y)

+ (1→ w) · rrec(xv, xq, y),
(4)

where w ↑ [0, 1] is a guidance strength hyperparameter
chosen at inference time. A user can modulate the strength
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Algorithm 1 Multimodal reward-guided decoding
y ↘ ""
while <EOS> /↑ y do

Y ↘ ≃
for j = 1 to k do

y
↓ ↗ ϖ(xv, xq, y)

Y ↘ Y ⇐ {y↓}
end for
y
↓
= argmaxy↑↔Y s(xv, xq, [y; y

↓
])

y ↘ [y; y
↓
]

end while

of the reward guidance by varying w. At the extremes, for
w=1, the best response is chosen entirely by following the
reward model for object hallucination, while for w=0 only
the reward model for object recall is applied.

Given the score s(xv, x1, y), we search for a response by
expanding a search tree of partial responses and deciding
which partial response to complete depending on the
reward-based selection criterion. At each iteration, we
sample k candidate completions Y = {yji..i+m}kj=1 from
a single partial response, with (m < n), evaluate each of
them with a reward-based score s(xv, xq, y

j
1..i+m), select

the one with the maximum score, and add it to the context.
We then iterate this process until the <EOS> token is
generated (see Algorithm 1).

Since a reward model’s score for a partial response also
depends on how well-formed the text is, evaluating a partial
response at an arbitrary token can produce a lower score for
a partial response that may be in reality more aligned than
others (due to, e.g., incomplete words). To address this
potential issue, we take advantage of the fact that captions
are typically composed of multiple sentences, and evaluate
the output of the MLLM every T sentences (concretely,
we use the delimiter “.”). As T grows, the reward model
will evaluate longer and longer outputs. As T gets larger
than the largest output length (equivalent behavior to
T = ⇒), only complete outputs concluded with an <EOS>
token are evaluated, and one complete output is selected
among them: this strategy is usually referred to as rejection
sampling or best-of-k in the literature [7, 40]. Figure 1
provides a summary of our method.

4. Experiments
We evaluate our multimodal reward-guided decoding strat-
egy in mitigating object hallucinations in long captions, and
study the trade-offs between object precision and recall,
and between visual grounding and test-time compute.

4.1. Experimental setup
Training data. We train our reward model for evaluating
object hallucination on a mixture of publicly available
multimodal preference datasets where responses without

hallucinations are preferred over those with hallucinations:
LLaVA-RLHF [42] (9.4k), RLHF-V [49] (5.7k), and
POVID [56] (17k). In addition, we repurpose Sugar-
Crepe [17] (7.5k) as preference data1. We use an 80/20%
train/validation split for each dataset. To handle varying
dataset sizes, we sample each minibatch such that it has
roughly the same amount of examples from each dataset.
Implementation details. We initialize our object hallucina-
tion reward model’s backbone from PaliGemma2, train the
linear regression head from scratch and finetune the back-
bone with LoRA [18]. We use an effective minibatch size
of 256, warm up the learning rate from 0 to 1e

→3 during the
first 5% of the first epoch and decay it to zero with a cosine
schedule. We train the reward model for a single epoch. For
the object recall reward model, we use the open-vocabulary
object detector OWLv23 [31], the word embedding model
Sentence-BERT4 [37] and the POS tagger from the Natu-
ral Language Toolkit (NLTK). We set the object similarity
threshold ϑ=0.5. We use LLaVA-1.57B

5 [27], Llama-3.2-
Vision11B

6 [14] and SmolVLM-22.2B
7 as our base MLLMs.

We caption images with the prompt “Describe this
image in detail” for LLaVA-1.5 and SmolVLM-2,
and “Describe this image in a few sentences”
for Llama-3.2-Vision. For guided decoding, unless other-
wise specified, we use a sampling temperature of t=1.0 for
LLaVA-1.5 and t=0.2 for Llama-3.2-Vision SmolVLM-2.
Evaluation setup. We evaluate our method on two
standard object hallucination benchmarks, CHAIR [38]
(5k) and AMBER [46] (1k), and report instance-level and
sentence-level hallucination rates (the inverse of object
precision), using the metrics used in respective benchmarks
– Ci and CHAIR for instance-level, and Cs and Hal. for
sentence level. We also report object recall using the Rec.

and Cov. (short for coverage) metrics, and caption length
(denoted by Len.) to ensure our method generates mean-
ingful captions rather than degenerating into object-less
outputs (more details in Appendix 6.1).

4.2. Reward model evaluation
We first evaluate the performance of rhal on a held-out vali-
dation set from our preference data. We define accuracy as
the fraction of times the reward model assigns higher scores
to chosen vs. rejected responses, i.e. r

ω
hal(xv, xq, y

+
) >

r
ω
hal(xv, xq, y

→
). We obtain an average validation accuracy

of 82.05%. We also evaluate rhal on 5000 examples from
VLFeedback [24] (not part of rhal’s training data), select-
ing best and worst responses for each example, and obtain

1We use the instruction “Describe this image”.
2google/paligemma-3b-pt-224
3google/owlv2-base-patch16-ensemble
4sentence-transformers/all-mpnet-base-v2
5llava-hf/llava-1.5-7b-hf
6meta-llama/Llama-3.2-11B-Vision-Instruct
7HuggingFaceTB/SmolVLM2-2.2B-Instruct
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Table 1. Results on object hallucination benchmarks for LLaVA-1.5. Ci/CHAIR: instance-level hallucination rate, Cs/Hal.: sentence-level
hallucination rate, Rec./Cov.: object recall/coverage. MRGD with k=30 and T=1. BS@k: beam search with k beams, →: reported results
from [39], †: results computed by us running the original code, ?: the decoding strategy used is unclear from the paper.

Model Decoding COCO AMBER

strategy Ci (→) Cs (→) Rec. (↑) Len. CHAIR (→) Hal. (→) Cov. (↑)

Baselines

LLaVA-1.57B [27]
Greedy 15.05 48.94 81.30 90.12 7.6 31.8 49.3
Greedy + Prompting 13.50 44.00 80.38 92.98 6.7 29.1 49.4
BS@30 15.68 55.00 81.62 101.89 11.2 41.4 46.1

Fine-tuning approaches
LLaVA-RLHF†

7B [42] Greedy 16.09 57.24 81.34 119.82 10.2 48.7 53.0
HA-DPO→ [55] BS@5 11.0 38.2 - 91.0 6.7 30.9 49.8
POVID [56] ? 5.4 31.8 - - - - -
EOS→ [51] Greedy 12.3 40.2 - 79.7 5.1 22.7 49.1
HALVA7B [39] ? 11.7 41.4 - 92.2 6.6 32.2 53.0
CSR [58] BS@5 7.3 28.0 - - - - -
Liu et al. [29] ? 14.5 55.0 79.2 107.5 6.5 31.7 50.9
mDPO [45] ? 9.8 35.7 - - 4.4 24.5 52.4

Guided decoding approaches

LLaVA-1.57B

VCD† [21] 15.76 54.18 81.66 102.91 9.7 42.8 51.6
CGD† [12] 9.48 37.48 80.11 88.59 5.1 24.0 48.3

MRGDw=1.0 4.53 18.19 76.04 95.90 3.4 15.9 52.4
MRGDw=0.75 4.76 19.28 76.84 96.17 3.2 17.3 56.7
MRGDw=0.5 5.34 22.54 78.63 97.96 4.4 25.4 60.8
MRGDw=0.25 7.67 32.63 81.56 105.34 6.5 37.7 63.8
MRGDw=0.0 24.20 73.42 85.23 108.92 14.8 65.0 64.3

67.68% accuracy. This is in line with the performance of
well-behaved reward models [20].

We also evaluate rrec’s object detector on COCO images
and obtain a precision of 63.16% and a recall of 55.83%.
Similarly, we evaluate rrec’s POS tagger on COCO captions
and obtain a precision of 67.04% and a recall of 54.54%.
Although rrec is an imperfect estimator, we empirically ver-
ify it helps improve object recall.

4.3. Comparison to baselines and existing methods
We compare MRGD with existing hallucination mitigation
methods based on fine-tuning [29, 39, 45, 51, 55, 56, 58]
and guided decoding [12, 21] for the LLaVA-1.5 base
model. Existing methods were selected based on recency,
comparability and code/checkpoint availability (more de-
tails in Appendix 6.2). We also implement a prompting
baseline based on requesting the desired response proper-
ties in the input prompt (more details in Appendix 6.3). For
MRGD, we choose the best performing variant w.r.t. the
number of samples k, the reward evaluation period T , and
the temperature t.

Table 1 shows MRGD with w=1 considerably reduces
object hallucinations w.r.t. greedy decoding, at the expense
of a moderate decrease in object recall/coverage. For in-
stance, on the COCO benchmark, CHAIRi is reduced by
↗70% (from 15.05% with greedy decoding to 4.53% with
MRGD) while recall is only reduced by 6.5%. By com-
bining both reward models with w=0.5, recall is substan-

tially increased w.r.t. w=1.0 (2.6% on COCO and 8.4% on
AMBER), without overly increasing the hallucination rate
(0.8% on COCO and 1% AMBER). When w=0, MRGD
achieves state-of-the-art results on object recall/coverage at
the cost of a higher hallucination rate (e.g., CHAIRi is in-
creased by 60.8% w.r.t. greedy decoding).

We also observe the optimal operating point w
↗—

mitigating object hallucinations without loosing recall—
varies by benchmark, with w

↗⇑0.25 for COCO and w
↗
=

1.0 for AMBER. An analysis of 500 images from COCO
and AMBER reveals that COCO images have an average of
21.4 detected objects, compared to 9.9 for AMBER, result-
ing in systematically lower rrec values for COCO. There-
fore, the optimal w assigns more weight to rrec (lower w)
for COCO than for AMBER.

Compared to prior visual hallucination mitigation
methods, MRGD consistently surpasses the performance of
methods which fine-tune the base MLLM, while offering
greater flexibility and more granular control over the
MLLM’s behavior. For guided decoding approaches, we
see MRGD also outperforms CGD [12], achieving ↗50%
lower hallucination rate on COCO and ↗30% on AMBER.
Surprisingly, LLaVA-RLHF and VCD [21] exhibit a higher
hallucination rate than greedy decoding on captioning
hallucination benchmarks, which were not considered in
the original papers; instead, they limited their evaluation
to discriminative hallucination benchmarks consisting of
visual questions. This suggests that generative (captioning)
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Table 2. Results on object hallucination benchmarks for Llama-3.2-Vision and SmolVLM-2. Ci/CHAIR: instance-level hallucination rate,
Cs/Hal.: sentence-level hallucination rate, Rec./Cov.: object recall/coverage. MRGD with k=30 and T=1.

Model Decoding COCO AMBER

strategy Ci (→) Cs (→) Rec. (↑) Len. CHAIR (→) Hal. (→) Cov. (↑)

Llama-3.2-Vision11B [14]

Greedy 5.82 20.52 71.45 91.61 6.1 35.4 66.0
Greedy + Prompting 6.14 25.24 71.92 160.10 5.5 39.4 65.1

MRGDw=1.0 4.38 15.50 69.54 87.18 4.1 25.2 65.0
MRGDw=0.5 4.76 16.75 71.47 87.53 4.8 28.8 68.9
MRGDw=0.0 6.89 24.50 74.13 92.33 7.2 42.2 70.7

SmolVLM-22.2B [30]

Greedy 6.06 20.08 70.17 85.92 5.3 25.7 58.4

MRGDw=1.0 4.32 14.38 68.04 79.27 3.8 18.2 58.7
MRGDw=0.5 4.98 16.46 69.93 78.47 4.4 21.9 62.5
MRGDw=0.0 7.09 25.00 73.22 84.39 6.6 33.4 64.1

(a) Reward value rhal (left) and CHAIRi (right), MRGD with w=1.0. (b) Reward value rrec (left) and Recall (right), MRGD with w=0.0.

Figure 2. LLaVA-1.5 on COCO. Leveraging the reward model to guide the generation more often (lower T ) improves sample-efficiency.

and discriminative (VQA) hallucination benchmarks may
not be as strongly correlated as previously assumed.

Lastly, Table 2 demonstrates that MRGD continues to be
effective when applied to newer and architecturally diverse
MLLMs such as Llama-3.2-Vision and SmolVLM-2.
Notably, our reward models can be readily applied to new
MLLMs without retraining.

4.4. Applying MRGD on top of RLHF
While the hallucination mitigation literature focuses pri-
marily on the instruction fine-tuned LLaVA-1.5 model, here
we assess the effectiveness of our method with more recent
MLLMs that have been already fine-tuned with RLHF.
We apply MRGD on top of Llama-3.2-Vision, which has
undergone a preference alignment phase (with DPO [35])
after instruction fine-tuning. Crucially, its multimodal
preference data includes visual grounding examples [14],
which makes it less prone to hallucinations.

Table 2 shows that MRGD is also effective when applied
to Llama-3.2-Vision. As expected, the improvement in
object precision and recall is smaller compared to LLaVA-
1.5 since Llama-3.2-Vision already starts from a better
level of visual grounding. However, MRGD can further
mitigate object hallucinations: when guiding decoding
with the reward model for object hallucinations (w=1.0),
we observe a ↗1% and ↗2% reduction in instance-level

hallucinations for COCO and AMBER respectively, a ↗5%
and ↗10% decrease in sentence-level hallucinations, and
only a slight decrease in object recall.

One interesting observation is that Llama-3.2-Vision’s
object recall on COCO is considerably lower (↗-10%) than
that of LLaVA-1.5, which may be due to more conserva-
tive outputs as a consequence of preference and safety fine-
tuning. Guiding decoding with the reward model for object
recall (w=0.0) boosts object recall in the generated captions
by ↗2.7% on COCO and ↗4.7% on AMBER.

4.5. Visual grounding vs. compute trade-off
By varying the number of samples k and the evaluation pe-
riod T , we can control the trade-off between the degree of
visual grounding in the generated outputs and the amount of
compute used during decoding, for fixed guidance strength
w and temperature t: expanding the search space (in-
creasing k) and evaluating more frequently (decreasing T )
increases visual grounding but also the required compute.

Figure 2a shows how the reward value rhal and hallu-
cination rate (CHAIRi) evolve as we increase the number
of samples k={3, 5, 10, 30} and as we vary the evaluation
period T . As expected, we observe the hallucination
rate decreases as we increase k. Notably, MRGD (with
T=1) is considerably more compute-efficient than naive
rejection sampling (equivalent to T=⇒). For example,

1396



Greedy: The image features a brown bear walking across a rocky area, 
possibly in a zoo enclosure. The bear is positioned in the middle of the 
scene, with its head slightly lowered. In the foreground, there are two 
frisbees placed on the ground. One frisbee is located closer to the left 
side of the scene, while the other is positioned more towards the right 
side. The bear appears to be curious about the frisbees, possibly 
attracted by their colorful appearance.

MRGD (w=1.0): The image displays a black otter walking in a rocky area and 
stopping to examine two circular objects. One of the objects is yellow, 
while the other is pink. The otter is close to the bottom edge of the 
image but seems to be investigating the objects attentively.

MRGD (w=0.5): In the image, there is an animal, possibly a beaver, standing close to the ground, in a rock area amidst dirt. 
Next to the animal, there are two plastic Frisbees lying on the ground, seemingly unattended. One Frisbee is on the right 
side of the animal, while the other is more towards the middle. The scene suggests an outdoor area where the animal and 
the colorful Frisbees are the main elements in the image.

MRGD (w=0.0): The image features a river otter standing near a Frisbee and a Frisbee golf ball disc in a dirt ground with 
rocks and dirt surrounding the area. The otter is in the process of digging into the ground with its paws. Another pink 
plastic Frisbee is located further away from the otter. Additionally, a small boat can be seen close to the water in the 
background. This scene seems to depict a playful moment between the otter and the Frisbee golf course, as the animal 
interacts with the objects from the human world.

(a)

Greedy: The image features a scenic hillside with a staircase leading up the 
side of the hill. The staircase is surrounded by trees, creating a 
picturesque setting. The trees are adorned with vibrant autumn colors, adding 
a touch of warmth to the scene. In the foreground, there is a small building, 
possibly a cabin or a shelter, providing a cozy spot for visitors to enjoy 
the view. The combination of the staircase, trees, and the building creates a 
serene and inviting atmosphere.

MRGD (w=1.0): The image depicts a colorful autumn scene featuring a large hill 
with many trees in various shades of red and orange. There is a river located 
at the foot of this hill, with the trees surrounding and near the water. In 
this vibrant natural setting, a boat is visible close to the water's edge. It 
is situated near the right side of the frame. The combination of the trees at 
the top, the autumn leaves, and the boat by the water creates a picturesque 
and tranquil atmosphere.

MRGD (w=0.5): The image showcases a scenic hillside or cliff with foliage and 
trees. On the side of the hill, there is a wooden shed or pavilion, built at 
the base of the hill. A boat can be seen floating in the water, partially 
visible on the left side of the image. The surrounding landscape features 
tall trees throughout the area, some of which are orange in color. The 
presence of the orange trees adds a vibrant atmosphere to the picturesque 
scene. Two boats are visible in the water, one close to the bottom-left 
corner of the image and the other near the middle-right area. Another boat is 
located slightly further back at the lower part of the scene.

MRGD (w=0.0): The image depicts a train car on the tracks, set next to a body 
of water. The scene also features a colorful and lively hill, with tall steps 
and orange leaves, such as maple trees, garnishing the scenery. There are 
several people in the scene, with two individuals close to the train car and 
another pair standing further away on the other side of the river. A single 
boat can also be seen in the water, situated near the bridge, adding to the 
overall lively and picturesque atmosphere of the scene.

(b)

Figure 3. Selected qualitative examples for LLaVA-1.5 using the default greedy decoding and our proposed MRGD strategy with different
w’s (k=30, T=1). Correct objects are highlighted in green and hallucinated objects in red. New lines in captions are omitted for brevity.

MRGD with k=5 achieves a lower hallucination rate than
rejection sampling with k=30, making MRGD over 6↔
more sample-efficient than rejection sampling. We observe
similar trends for object recall in Figure 2b. Note that
evaluating more frequently also increases computational
cost, but to a much lesser extent than generating, since
the reward models are considerably smaller than the base
MLLM and evaluation only requires a single forward pass.

4.6. Object precision vs. recall trade-off
Figure 4 shows the trade-off between hallucination rate
(CHAIRi) and object recall when varying the guidance
strength w={0.0, 0.1, 0.25, 0.5, 1.0} for fixed k and T . We
observe a lower w leads to higher recall and lower precision
(higher CHAIRi) and vice-versa. And the trade-off curve
gets closer to the ideal curve with higher k. This suggests
that there is an inherent trade-off between precision and
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Figure 4. Object precision and recall for LLaVA-1.5 on COCO,
with T=1. Varying w modulates the precision-recall trade-off un-
der a fixed compute budget, while increasing compute via a larger
k improves both precision and recall, significantly surpassing
greedy search and bringing the trade-off curve closer to the ideal.

recall in MLLMs. However, our approach gives a user the
flexibility to choose the operating point (by choosing a
value for w and k) that suits their needs at inference time.

4.7. Computational cost and latency

Table 3. Average decoding times on a
NVIDIA A100 GPU. HF = HuggingFace.

Decoding strategy Ci (→) Time (s) (→)

Greedy (vLLM) 15.05 1.35± 0.49
BS@10 (HF) 15.80 5.26± 1.15
BS@30 (HF) 15.68 15.14± 2.75
MRGD@10 (vLLM) 5.76 6.79± 1.93
MRGD@30 (vLLM) 4.53 14.78± 4.38

In terms of
computational
cost, finetuning
PaliGemma on
30.6k prefer-
ence examples
requires only
↗9 minutes on
8↔ NVIDIA
H100 GPUs.
Furthermore, as shown in Table 3, spending more test-time
compute with MRGD helps reduce hallucinations. Notably,
while MRGD with k=30 generates ↗30↔ more text w.r.t.
greedy decoding, its latency increase is significantly less
than 30↔ due to batched generation.

4.8. Qualitative analysis
Figure 3 illustrates qualitative differences in generated
captions between using the default greedy decoding and
our MRGD strategy, for the same input images. Greedy
decoding produces captions which contain either more
or less objects than those actually present in the images.
For instance, in Figure 3a, the greedy caption incorrectly
identifies the animal as a “brown bear”, significantly hurt-
ing object precision, though it does correctly describe the
“colorful frisbees” and “rocky terrain”. When using MRGD
with w=1.0, the model produces an accurate caption with

no hallucinations, correctly naming the “black otter” and
both “circular objects” while capturing the investigative
behavior, though it omits finer scene details like the ground
texture. With w=0.5, the model misidentifies the animal
as a “beaver” but achieves a good object recall, referencing
the “frisbees”, their positions, and the “dirt” and “rock
area”. At w=0.0, the caption achieves the highest object
recall, correctly mentioning the “otter”, “frisbees”, and
the surrounding environment with “rocks” and “dirt”,
but introduces multiple hallucinated elements such as a
“small boat close to the water” and a “disc golf ball”,
which reduce object precision. Similarly, in Figure 3b,
the greedy caption includes a hallucinated “staircase” and
a “building”, while failing to mention the boat or river.
With MRGD and w=1.0, the caption correctly identifies
the “hill”, “trees“, “river“, “autumn leaves”, and “boat”
without hallucinations, but it omits the terraced steps. At
w=0.5, the caption recalls the “hillside or cliff”, “foliage“,
“trees”, “water” and a “boat”, but introduces false objects
like a “wooden shed or pavilion” and additional boats. At
w=0.0, the caption reaches the highest object recall by
naming the “hill”, “steps”, “leaves”, “body of water”, and
a “boat”, but suffers from severe hallucinations, adding a
“train car”, “tracks”, “people”, and a “bridge”.

5. Conclusion

In this paper, we presented MRGD, a reward-guided
decoding method for MLLMs based on multimodal re-
ward models for visual grounding. We built two reward
models—one evaluating object precision in captions,
another evaluating object recall—used in an iterative search
process that evaluates candidate responses against their
combined reward values. Our methodology enables on-the-
fly controllability of MLLM-generated captions along two
axes: controlling the object precision/recall trade-off by
adjusting the weight of each reward model, and balancing
test-time compute vs. visual grounding by varying the
search breadth and frequency. Our method provides signif-
icant controllability over MLLM inference while matching
or surpassing existing hallucination mitigation methods.

Limitations and future work. In this work, we focused
on mitigating object hallucinations primarily due to their
ease of automatic evaluation, but other important visual hal-
lucinations exist – related to attributes, count, spatial rela-
tionships, negation, and more – which we leave for future
work. In addition, we would like to continue exploring: (1)
building reward models for semantically incomplete out-
puts, (2) extending MRGD to discriminative hallucination
tasks (e.g., POPE [25]), and (3) gradient-based optimiza-
tion instead of search-based approaches.
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