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Abstract

We propose VIBE, a model-agnostic framework that trains
classifiers resilient to backdoor attacks. The key concept
behind our approach is to treat malicious inputs and cor-
rupted labels from the training dataset as observed random
variables, while the actual clean labels are latent. VIBE
then recovers the corresponding latent clean label poste-
rior through variational inference. The resulting train-
ing procedure follows the expectation-maximization (EM)
algorithm. The E-step infers the clean pseudolabels by
solving an entropy-regularized optimal transport problem,
while the M-step updates the classifier parameters via gra-
dient descent. Being modular, VIBE can seamlessly inte-
grate with recent advancements in self-supervised represen-
tation learning, which enhance its ability to resist backdoor
attacks. We experimentally validate the method effective-
ness against contemporary backdoor attacks on standard
datasets, a large-scale setup with 1k classes, and a dataset
poisoned with multiple attacks. VIBE consistently outper-
forms previous defenses across all tested scenarios.

1. Introduction
Deep models possess enough capacity to learn any pat-
tern present within the data [8, 42, 101]. This remark-
able flexibility comes at the cost of control since it limits
our ability to influence the specific motifs the model learns
[2, 37]. For instance, a model may base its decisions on im-
age backgrounds rather than focusing on the actual objects
[21]. Such bias towards simpler [75] and possibly spuri-
ous patterns [34] may lead to undesirable generalizations
that reveal themselves only in specific test cases. This deep
learning loophole can be maliciously exploited by attack-
ers who manipulate training examples using triggers that
steer the model towards harmful generalization. Such prac-
tice is commonly referred to as backdoor learning [49] and
presents a serious threat in contemporary machine learning.

The majority of existing backdoor attacks [12, 23] mod-
ify a portion of the training dataset by installing triggers

onto selected inputs and altering the corresponding labels1.
On such data, standard supervised learning delivers a poi-
soned model [49]. During inference, attackers can ex-
ploit the installed backdoor by applying triggers to the de-
sired inputs, which causes the model to behave maliciously
[23, 60]. Our goal is to defend against such attacks by train-
ing a clean model invariant to triggers present in the data.

Recent empirical defenses [11, 53, 107] partition the
training dataset into clean and poisoned subsets according
to some heuristics. The two subsets then take different roles
during the model training (e.g. semi-supervised learning
with labeled clean data and unlabeled poisoned data [33]).
However, heuristics are prone to failure modes and can be
exploited by adaptive attacks [67]. Also, pruning labels of-
ten leads to information loss, ultimately degrading recog-
nition performance. Our approach avoids data partitioning
and label pruning. Instead, we leverage optimal transport
to refine potentially corrupted samples and labels into clean
pseudolabels that guide the training of a robust classifier.

In this work, we present VIBE (Variational Inference for
Backdoor Elimination), a framework for training backdoor-
robust classifiers on poisoned data. Our key concept is
to treat dataset examples and the corresponding corrupted
labels as observed random variables, while the desired
clean labels are latent. Then, we achieve resilience against
backdoor attacks by recovering the latent clean posterior
parametrized as a deep classifier. VIBE training takes the
form of an expectation-maximization algorithm that alter-
nates between classifier updates via gradient descent (M-
step), and inference of approximate clean class posterior
(E-step). In practice, the approximate clean labels are re-
covered by solving an entropy-regularized optimal transport
problem [15]. We validate the resilience against contempo-
rary backdoor attacks on standard benchmarks, on a large-
scale setup with 1k classes, and on a dataset poisoned with
multiple attacks. Experiments indicate consistent improve-
ments over previous defenses in all tested scenarios. Re-
markably, VIBE attains over 12pp absolute improvement in

1Some attacks do not alter the labels [80]. However, our experiments
show that they are much easier to defend from.
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ASR over the best baseline on the CIFAR-10 dataset.

2. Related work
Backdoor attacks. Backdoor attacks achieve malicious
model behaviour through direct modifications of trainable
parameters [70], changes in model structure [31], or data
poisoning [23]. Contemporary machine learning models
are trained in-house and deployed via APIs which makes
parameter- and structure-based attacks largely impractical.
Therefore, we focus on a more realistic scenario where the
attacker only controls the data collection process.

Early data poisoning attacks [23] steer the model to-
wards malicious generalization by introducing localized
triggers and altering the corresponding labels. Subse-
quent attacks rely on invisible [13, 36, 67, 83] or sample-
specific [46, 102] triggers, which are significantly harder
to detect. Clean-label attacks [6, 80, 99] avoid modifying
labels altogether but typically deliver lower attack success
rates. All these approaches devise broad method-agnostic
attacks. Contrary, recent adaptive attacks improve effec-
tiveness by targeting the latest defenses [20, 33].

Another line of work considers data poisoning attacks
that target contrastive self-supervised learning [45, 51, 73].
However, these attacks may require access to the optimiza-
tion procedure [35] and typically have a lower success rate
than direct attacks on supervised learning [45]. A detailed
survey of backdoor attacks can be found in [49].
Backdoor defenses. Existing defenses can be categorized
as either certified or empirical. Certified defenses provide
theoretical guarantees of success [92]. However, their un-
derlying assumptions typically do not hold in practice [49].
Empirical defenses devise preprocessing strategies to avoid
training on corrupted examples [79], correct the malicious
generalization of poisoned models via postprocessing [54],
or propose heuristic additions to standard training algo-
rithms [48]. Preprocessing-based defenses [9, 25, 32, 39]
aim to filter out poisoned examples from the dataset, allow-
ing the remaining clean data to be safely used for supervised
training. Such methods cannot distinguish poisoned exam-
ples from their hard counterparts with the correct label [39].

Post-training defenses [47, 64, 93, 100] focus on remov-
ing backdoors from already trained models. A common ap-
proach involves re-synthesizing the injected triggers and us-
ing them to purify the model [24, 55, 68, 76, 77, 81, 86, 91,
94, 106]. Other approaches correct malicious generalization
through model pruning [50, 52, 90], knowledge distillation
[98], loss landscape analysis [104], or by enhancing robust-
ness against adversarial examples [59]. All these methods
assume access to a small subset of definitively clean data,
which may not be available in practice.

Training-time defenses [11, 20, 33, 53, 72, 87, 103, 105,
107] attempt to train robust classifiers from poisoned data.
An early approach [47] isolates poisoned examples in early

training stages and later uses them to unlearn the backdoors.
Subsequent methods [11, 20, 33] focus on removing only
the labels of potentially poisoned samples and proceed with
semi-supervised training. These approaches identify the
poisoned data by heuristics, which increases the defense
vulnerability. VIBE avoids such heuristics by recovering
clean pseudolabels through variational inference.
Representation learning. The main goal of representation
learning [65, 71, 85] is to recover features that generalize
across a spectrum of downstream tasks. A widely used
representation learning strategy involves optimizing self-
supervised pretext objectives [22, 62]. Recent such meth-
ods reconstruct masked inputs [30], optimize contrastive
objectives [10] or learn latent centroids [63]. Representa-
tion quality can be further enhanced by training on large
multimodal datasets [69], which delivers effective features
even without fine-tuning on target datasets [14, 63].

Representation learning received limited attention in the
context of backdoor defenses. Initial works design heuris-
tics that leverage self-supervised representations to remove
poisoned labels [33] or filter the dataset [82]. These heuris-
tics fail for some attacks, as indicated by our experimen-
tal evaluation. In contrast, VIBE uses self-supervised pre-
training to jumpstart the optimization process.

Recent works [7, 26, 95, 96] suggest that (multimodal)
contrastive learning can be conveniently adapted to re-
sist data poisoning attacks that target self-supervised pre-
training. Pre-training VIBE feature extractor according to
such objectives further boosts the performance.
Latent variable models. Latent variable models [19] ex-
plain relations between observed random variables with la-
tent variables. This concept is successfully applied in dif-
ferent fields [40, 56, 88]. VIBE introduces latent variables
into backdoor defenses by viewing clean labels as latents.

3. Backdoor resilience via variational inference
Problem setup. Let Draw =

{
(x̃i, li)

}N

i=1
be a benign

dataset consisting of input examples x̃i ∈ X and clean la-
bels li ∈ Y , where X and Y are input and label space re-
spectively. A malicious attacker τ : X ×Y →X ×Y with a
budget γ ∈ [0,100] modifies γ% examples by triggering in-
puts and corrupting their labels. The remaining (100− γ)%
of the data remain unchanged and correctly labeled in or-
der to conceal the attack. Given a corrupted dataset D =
τ(Draw) = {(xi,yi)}Ni=1, our goal is to train a robust clas-
sifier f : X →Y that assigns clean labels li ∈ Y to every
input xi while ignoring the malicious triggers.

The core concept behind VIBE is to treat clean labels
as unobserved latent variables l. We then frame the train-
ing of a clean classifier as a latent posterior recovery from
observed inputs x and corrupted labels y.

Backdoor attacks typically poison a small portion of the
data in order to stay undetected [49]. In our framework, this
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means that corrupted and clean labels are often identical.
Thus, a natural optimization objective is to maximize the
conditional log-likelihood of the i.i.d dataset D given a set
of model parameters θ:

ℓ(θ|D) = ln

N∏
i=1

pθ(y
i|xi) =

N∑
i=1

ln

K∑
l=1

pθ(y
i|l,xi)pθ(l|xi).

(1)
For simplicity, we abbreviate p(l = l|x= xi) as p(l|xi).
Given the likelihood factorization (1), we proceed by de-
riving a tractable optimization objective. Note that we defer
concrete parametrization of the clean class posterior pθ(l|x)
and the corrupted class posterior pθ(y|l,x) to Section 3.2.

3.1. Optimizing the variational objective via EM
Direct maximization of ℓ(θ|D) does not ensure the correct
recovery of the clean class posterior since the clean class is
latent [57]. Fortunately, we can turn to variational inference
and maximize likelihood lower bound ℓELBO that introduces
an approximate latent posterior q:

ℓ(θ|D) =

N∑
i=1

ln

K∑
l=1

pθ(y
i|l,xi)pθ(l|xi)

q(l|xi,yi)

q(l|xi,yi)

≥
N∑
i=1

Eli∼q(·|xi,yi)

[
ln

pθ(y
i|li,xi)pθ(l

i|xi)

q(li|xi,yi)

]
=: ℓELBO(θ,q|D). (2)

The inequality follows directly from Jensen’s inequal-
ity. We optimize the proposed ℓELBO objective with the
expectation-maximization (EM) algorithm [57]. In practice,
this involves alternating between updates of the approxi-
mate latent posterior q (E-step) and parameters θ (M-step).
E-step: updating the approximate latent posterior. We
begin by observing that the ℓELBO objective requires only
the recovery of q for dataset examples, rather than an exact
closed-form distribution. With this observation in mind, we
rewrite the objective (2) averaged over N examples as:

1

N
ℓELBO =

N∑
i=1

K∑
l=1

1

N
q(l|xi,yi) ln[pθ(y

i|l,xi)pθ(l|xi)]

−
N∑
i=1

K∑
l=1

1

N
q(l|xi,yi) lnq(l|xi,yi). (3)

We next substitute Pi,l := pθ(y
i|l,xi)pθ(l|xi) and Qi,l :=

1
N q(l|xi,yi), where 1/N ensures that Q is a proper joint
distribution [3, 61]. Replacing the summations with matrix
multiplication reveals the same objective in the matrix form:

1

N
ℓELBO = tr(Q⊤ lnP)+H(Q)+ 1− lnN

≥ tr(Q⊤ lnP)+
1

λ
H(Q)+ 1− lnN (4)

Here, tr(·) is the matrix trace operator, λ > 1 is a hyper-
parameter, and H(Q) is the entropy of coupling matrix Q
[66]. The complete derivation is deferred to Appendix ??.
The term 1− lnN is constant and thus can be ignored.

Each matrix row Qi,: sums to 1/N by the definition of
Q, while columns sum to the prior over clean classes π.
Consequently, the set of all possible solutions for the objec-
tive (4) forms a polytope:

Q[π] = {Q ∈ RN×K
+ |Q⊤1N = π, Q1K =

1

N
1N }. (5)

Here, 1N is an N -dimensional column vector. Maximiz-
ing the objective (4) over Q[π] is equivalent to solving the
entropy-regularized optimal transport problem [3, 15, 66]:

Q∗ = argmin
Q∈Q[π]

(
tr(Q⊤M)− 1

λ
H(Q)

)
. (6)

Here, the cost matrix contains the model outputs in dataset
examples (M=− lnP). The optimal solution Q∗ can be
efficiently obtained with the Sinkhorn-Knopp’s matrix scal-
ing algorithm [41, 66], which we revisit in Appendix ??.
This approach is computationally efficient even for large
N , as discussed in the experiments. The recovered solution
Q∗ contains outputs of the approximate posterior q for the
dataset examples and allows us to proceed with the M-step.
M-step: updating model parameters. Given the outputs
of approximate posterior q, we can turn to the optimiza-
tion of parameters θ. Maximizing the ℓELBO objective (2) is
equivalent to the following minimization problem:

min
θ

N∑
i=1

CE[q ||pθ(li|xi)] +Eli∼q

[
− lnpθ(y

i|li,xi)
]

(7)

Here, CE denotes the cross-entropy loss. The full derivation
can be found in Appendix ??. The objective (7) is continu-
ous w.r.t parameters θ and can be optimized by (stochastic)
gradient descent. The rewritten objective highlights the role
of the approximate posterior q: it acts as a pseudolabel gen-
erator. These pseudolabels are also conditioned on the cor-
rupted labels and thus provide a learning signal for the ac-
tual clean posterior. The second objective term models the
relation between the corrupted labels and the pseudolabels.
This term presents an opportunity to uncover the attacker’s
poisoning patterns that can guide human inspection.

Altogether, VIBE training alternates between the de-
scribed E and M steps as visualized in Figure 1. The full
algorithm is in Appendix ??. Next, we discuss the imple-
mentations of distributions parameterized with θ.

3.2. Parameterizing the posteriors
Let gθE : X → Sd−1 be a feature extractor that encodes in-
puts onto a (d− 1)-dimensional unit hypersphere, e.g. a
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Figure 1. VIBE training alternates between iterative parameter updates (M-step) and inference of clean pseudolabels by solving entropy-
regularized optimal transport problem efficiently implemented with matrix scaling algorithm (E-step).

ResNet with L2-normalized outputs. We model the con-
ditional likelihood of the encoded input vi = gθE(x

i) given
the clean class li with a von Mises-Fisher distribution [5]:

pθ(v
i|li) = Cd(κ)exp(κµ

⊤
liv

i). (8)

The vector µli ∈ Sd−1 sets the mean direction, the hyper-
parameter κ controls the distribution spread, while Cd(κ) is
a normalization constant [5]. We can derive the clean label
posterior as a vMF mixture via the Bayes rule:

pθ(l
i|xi) =

exp(κvi⊤µli + lnπli)∑
l′ exp(κv

i⊤µl′ + lnπl′)
. (9)

Here, the mixing coefficient π induces a prior over clean
classes. In practice, we compute π = σ(c · θπ), where σ
is softmax activation that ensures π is a distribution, c
is a hyperparmeter, and θπ ∈ Rd are learnable parameters.
The full derivation is in Appendix ??. The clean pos-
terior (9) corresponds to a softmax-activated deep model
with L2-normalized pre-logits and clean class prototypes
θl = {µ1, . . . ,µK}. Thus, the clean labels can be recovered
by f = argmax ◦ cos-simθl,π ◦ gθE , where cos-sim operator
computes cosine similarities adjusted by the bias lnπ.

We model the corrupted class posterior pθ(yi|li,xi) as
cosine similarity between the corrupted class prototypes
θy = {η1, . . . ,ηK} and output of function h that process the
encoded input vi and the clean label prototype µli :

pθ(y
i|li,xi) :=

exp(ν ·ηyi
⊤h(µli ,v

i))∑
y′ exp(ν ·ηy′⊤h(µli ,vi))

. (10)

Here, ν is a scalar hyper-parameter, while details on h
are deferred to implementation details. Note that the full
corrupted posterior can be approximated as pθ(yi|li,xi)≈
pθ(y

i|li) by replacing output of h with µli . The detailed de-
scription of the approximated corrupted posterior is in Ap-
pendix ??. While this approximation makes optimization

more challenging, it enables seamless reconstruction of the
systematic poisoning rules of the attacker τ . We experimen-
tally evaluate both the full and approximate posterior.

Alltogether, the set of free parameters is a union θ =
θE ∪ θl ∪ θπ ∪ θy . Next we analyze convergence of the EM
algorithm with the introduced parametrization.

3.3. Steering the EM algorithm convergence
Our E-step solves a convex optimization problem [15],
while the M-step conducts non-convex training of a deep
model. As a result, the EM algorithm may end up in
a suboptimal stationary point [4, 57, 89]. In fact, the
convergence point of the EM algorithm strongly depends
on the initialization [58]. Fortunately, recent works ob-
serve that self-supervised pre-training of feature extractors
[10, 18, 29] lowers the sample complexity of the down-
stream task [1, 44] and improves generalization [84].

Therefore, we conduct self-supervised pre-training on
the poisoned dataset instance (similar to [33]) before end-
to-end optimization of our ℓELBO objective. Figure 2 shows
that self-supervised pre-training on poisoned data jump-
starts the EM optimization, leads to faster convergence, and
increases the likelihood lower bound ℓELBO. Moreover, the
corresponding solution generalizes better and turns out to
be near optimal compared to supervised learning on clean
labels. Still, the self-supervised pre-training does not com-
promise the generality of VIBE, as pre-training objectives
are already available for various modalities [27, 38, 97].

Scaling the concept of feature extractor pre-training in
terms of dataset size leads to foundation models [14, 63, 69]
like CLIP and DINOv2. Modular design of VIBE posteri-
ors enables integration of these off-the-shelf extractors, al-
lowing performance analysis in the transfer learning setup.
Nevertheless, foundation models should be carefully down-
loaded from trusted third-party providers or pre-trained with
robust procedures [95, 96] that avoid backdoor injection
during self-supervised pre-training stage.
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Faster convergence with 
self-supervised pre-training

Figure 2. VIBE achieves faster convergence and improved gener-
alization with self-supervised pre-training.

3.4. Clean-label attacks diverge from data manifold
Poisoned-label attacks strive for stealthiness by injecting
minimal triggers. Thus, the poisoned examples remain
near the clean data manifold. However, clean-label attacks
[6, 80] operate by significantly perturbing the inputs to con-
struct a successful attack. These perturbations shift the poi-
soned examples away from the data manifold in the self-
supervised feature space, as illustrated in Figure 3. We pro-
pose a pre-processing technique that exploits this property
of clean-label attacks to identify the poisoned examples.

Figure 3. Clean-label attacks shift the poisoned examples away
from the clean data manifold (top-left). Thus, we can detect them
as outlier communities (top-right). Poisoned-label attacks remain
on the manifold and can be useful for model training (down-left).
Thus, our preprocessing strategy keeps them (down-right).

Our preprocessing strategy captures the data manifold
within a self-supervised feature space and identifies per-
turbed examples as outlier communities. Specifically, we
construct k nearest neighbors graph, represented by the ad-
jacency matrix Ak. Then, we apply a community detection
algorithm [78] that partitions graph Ak into K+1 distinct

communities. We proceed by computing pairwise distances
between the communities to identify the most distant one.
Finally, we remove the most distant community if its aver-
age distance to other communities exceeds some predefined
threshold δ. In the case of clean-label attacks, the most dis-
tant community corresponds to off-manifold data which is
then removed. If poisoned examples are absent from the
data, the most distant community is retained due to being
much closer to the data manifold. While some clean exam-
ples may be lost if δ is poorly selected, they typically do
not affect the model generalization. More details on pre-
processing strategy are in Appendix ??.

4. Experimental setup
Datasets & metrics. We evaluate VIBE on the standard
backdoor benchmarks: CIFAR-10, CIFAR-100 [43], and
a subset of 30 classes from the ImageNet-1k dataset [16].
Furthermore, we scale the problem by considering the full
ImageNet dataset with 1k classes and 1.2M training exam-
ples. We evaluate the performance with the standard met-
rics: accuracy on the clean test set labels (ACC), and the
attack success rate (ASR). Lower ASR indicates more ac-
curate recognition of poisoned samples and better defense.
Attacks. We consider eight attacks that represent the ma-
jor backdoor attack families. For visible patch-like attacks,
we include BadNets [23] and Adap-Patch [67]). For invis-
ible attacks, we consider Blend [12], WaNet [60], Adap-
Blend [67] and Frequency [83]. Clean-label attacks are
represented by LC [80]. We also validate the all-to-all at-
tack [49] using a variant of BadNets. By default, the poi-
soning rate is set to 10% except for Adap-Patch and Adap-
Blend attacks in which 1% of the data is poisoned as sug-
gested in [67]. Also, in the case of clean-label attacks, we
poison 2.5% of the data as suggested in [20, 33]. We set the
target label as the zeroth class except for the all-to-all at-
tack. As observed in previous works [11, 48], some attacks
cannot be reproduced for all datasets. Thus, experiments
conducted on ImageNet-30 and CIFAR-100 show a subset
of attacks. Detailed configurations are in Appendix ??.
Baseline defenses. We consider five state-of-the-art de-
fenses. Anti-backdoor learning (ABL) [48] first isolates
poisoned examples and then uses them to break the cor-
relation between the trigger and the target class. Decou-
pling based defense (DBD) [33] preserves the labels for
samples with low training loss of a linear classifier atop
self-supervised features and proceeds with semi-supervised
end-to-end fine-tuning. Causality-inspired backdoor de-
fense (CBD) [103] trains a poisoned model to capture the
confounding effects of triggers and corrects them in sub-
sequent classifier training. Backdoor defense via adaptive
splitting (ASD) [20] dynamically partitions the dataset into
clean and poisoned subsets. The two subsets are then used
for semi-supervised training. Victim and Beneficiary (VaB)
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[107] trains a victim model on a poisoned data subset. The
victim model is then utilized for semi-supervised training
of the clean model. More details are in Appendix ??. In
the transfer learning setup, we also consider the K-Means
clustering atop frozen features as an unsupervised baseline,
logistic regression as a supervised counterpart, and a zero-
shot CLIP-style baseline that relies on encoded textual class
descriptions [69].
Implementation details. We pre-train ResNet-18 [28] fea-
ture extractor with self-supervised objective All4One [18]
on the poisoned dataset of interest. We then train with VIBE
objective for 30k iterations with the proposed EM algo-
rithm. In every iteration, we perform the M-step using SGD.
We perform E-step every T = 1k iterations on a sufficiently
large training subset by running a CUDA-accelerated imple-
mentation of entropy-regularized optimal transport. Trans-
fer learning experiments involve ViT-G/14 [17] pretrained
with DINOv2 [63]. Other details are in Appendix ??. Our
code is publicly available2.
VIBE models. We experimentally validate two model vari-
ants. VIBE-SelfSupervised (VIBE-SS) uses a randomly
initialized feature extractor that we first pre-train with self-
supervision [18] on the poisoned dataset. Then, we ap-
pend the classification heads (3.2) and optimize ℓELBO.
This is our main model. Additionally, we consider VIBE-
FoundationModel (VIBE-FM) that appends classification
heads atop an off-the-shelf frozen feature extractor. In this
transfer learning setup, we keep the extractor frozen and op-

2https://github.com/ivansabolic/VIBE

timize the remaining parameters. We validate both models
with the full factorization p(y|x, l) and the approximation
p(y|l) as denoted with (F) and (A) respectively.

5. Experimental results
Resilience to backdoor attacks. Table 1 compares VIBE-
SS against five baseline defenses on three standard bench-
marks. The averaged performance over all attacks indi-
cates that VIBE-SS outperforms all baselines by a large
margin. In particular, the absolute ASR improvement of
VIBE-SS-F over the best baseline on CIFAR-10 (ABL) is
more than 12pp. Similarly, VIBE-SS-F achieves over 14pp
ASR improvement over the best baseline ASD on CIFAR-
100. Finally, both versions of VIBE-SS attain 0.1% ASR
on ImageNet-30, resulting in almost complete resilience to
the considered attacks. These improvements in robustness
do not impact clean label accuracy (ACC), which does not
hold for previous methods.

Interestingly, our experiments reveal failure modes in all
existing baselines. For example, ABL and DBD are in-
effective against the Adap-Blend attack, while VAB does
not defend against the all-to-all attack. Likewise, ASD
fails against Frequency and Adap-Style attacks. In con-
trast, VIBE-SS-F demonstrates near-complete resilience to
all attacks except Adap-Patch and Adap-Blend, while still
outperforming the best defense with over a 20pp ASR im-
provement for the latter.
Transfer learning. Modular formulation of VIBE al-
lows integration of large-scale pretrained feature extractors.

Data Defense → No Defense ABL DBD CBD ASD VAB VIBE-SS-A VIBE-SS-F
Attack ↓ ACC ASR ACC ASR ACC ASR ACC ASR ACC ASR ACC ASR ACC ASR ACC ASR

C
IF

A
R

-1
0

No Attack 95.0 - 85.2 - 91.6 - 91.3 - 93.3 - 94.5 - 94.4 - 94.7 -
BadNets 94.9 100 93.8 1.1 92.4 1.0 91.8 1.2 92.1 3.0 93.5 0.7 94.4 0.6 94.4 0.1

Blend 94.2 98.3 91.9 1.6 92.2 1.7 90.0 96.6 93.4 1.0 93.9 0.4 93.6 8.7 94.6 0.0
WaNet 94.3 98.0 84.1 2.2 91.2 0.4 91.6 97.3 93.3 1.2 94.2 0.5 94.1 0.9 94.3 0.7

Frequency 94.9 100 81.3 8.8 92.3 2.6 91.6 100 88.8 100 93.8 0.4 94.1 0.8 94.4 0.0
Adap-Patch 95.2 80.9 81.9 0.0 92.9 1.8 91.6 97.8 93.6 100 94.3 1.1 94.3 1.1 94.5 8.6
Adap-Blend 95.0 64.9 91.5 81.9 90.1 99.9 92.3 87.5 94.0 93.9 94.5 29.1 94.5 36.7 94.5 9.0

LC 94.9 99.9 86.6 1.3 89.7 0.0 91.3 24.7 93.1 0.9 94.0 16.6 93.2 5.3 93.0 6.0
BN-all2all 92.2 91.5 91.2 0.4 92.9 0.6 92.6 91.9 93.6 2.2 94.5 92.2 94.3 0.6 94.6 1.2
Average 94.5 90.5 87.3 16.0 91.4 17.7 91.4 84.0 92.8 42.7 94.1 18.0 94.1 6.8 94.3 3.2

C
IF

A
R

-1
00

No Attack 74.9 - 70.5 - 66.2 - 71.1 - 71.3 - 65.4 - 75.1 - 73.9 -
BadNets 71.7 99.9 66.2 99.9 66.9 0.2 67.1 96.8 69.9 1.0 75.9 0.3 74.5 0.1 73.5 0.4

Blend 72.1 100 69.4 0.0 66.7 0.3 67.8 97.4 69.3 26.8 73.0 0.1 73.7 13.2 74.1 1.2
WaNet 70.8 94.7 69.9 0.9 66.3 0.4 68.0 85.0 68.1 32.9 17.2 81.8 73.9 0.2 73.3 0.6

Frequency 76.2 100 70.6 0.0 64.1 100 70.1 99.3 70.1 1.4 75.7 0.1 75.2 0.5 74.8 0.0
Average 72.7 98.7 69.0 25.2 66.0 25.2 67.6 93.0 69.4 15.5 60.5 20.6 74.3 3.5 73.9 0.5

Im
ag

eN
et

-3
0 No Attack 95.9 - 94.4 - 89.9 - 93.2 - 90.0 - 94.5 - 96.9 - 96.7 -

BadNets 95.3 100 94.3 0.2 91.2 0.5 92.9 0.4 90.7 9.7 94.2 0.2 97.4 0.1 96.7 0.1
Blend 83.7 99.9 93.1 0.1 90.3 0.6 91.3 100 89.9 2.1 95.2 0.0 97.2 0.1 96.8 0.1
WaNet 93.5 100 92.0 1.3 90.5 0.5 93.8 99.9 88.8 2.9 94.5 0.1 97.3 0.2 97.1 0.1

Frequency 92.0 93.3 92.0 0.3 88.8 0.4 91.3 96.5 87.7 3.9 94.3 0.4 96.8 0.1 96.6 0.1
Average 91.1 98.3 92.9 0.5 90.2 0.5 92.3 74.2 89.3 5.5 94.6 0.2 97.2 0.1 96.8 0.1

Table 1. Accuracy (ACC) and attack success rate (ASR) on three standard datasets. VIBE consistently outperforms all previous defenses
across all attacks. The results are averaged over three runs and the variance does not exceed 0.2%.
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Thus, we can analyze the performance of backdoor attacks
in the transfer learning setup. We consider four relevant
baselines: K-Means, logistic regression, zero-shot CLIP,
and the state-of-the-art defense DBD. DBD relies on self-
supervised features, so it fits well within this setup. Table 2
indicates that VIBE-FM consistently outperforms the con-
sidered baselines across all attacks. In particular, VIBE-
FM-A delivers a complete ASR resilience on CIFAR-100
and only 0.1% ASR on CIFAR-10, while VIBE-FM-F at-
tains only slightly worse results. Again, improved resilience
comes without impact on the clean label accuracy. Thus,
VIBE framework is effective even with foundation models.
Interestingly, K-Means and the zero-shot baseline exhibit
considerable resilience due to not training with corrupted la-
bels. Still, both of them underperform in terms of accuracy,
which emphasizes the importance of labels even for power-
ful feature extractors. Logistic regression is more vulnera-
ble than K-means due to naive training on corrupted labels.
Evaluating backdoor defenses in combination with frozen
backbones is becoming increasingly important with the ad-
vent of robustly trained foundation models [95, 96].

Data Def → LogReg Zero-shot DBD V-FM-A V-FM-F
Att ↓ ACC ASR ACC ASR ACC ASR ACC ASR ACC ASR

C
IF

A
R

-1
0

BNets 97.4 5.2 94.2 0.4 99.3 0.1 99.3 0.0 99.3 0.0
Blend 97.3 17.8 94.2 0.5 99.3 0.1 99.3 0.1 99.3 0.1
WaNet 97.4 5.2 94.2 0.5 99.3 0.1 99.3 0.1 99.3 0.1
Freq 97.6 2.9 94.2 0.3 99.3 0.0 99.2 0.0 99.3 0.0
Patch 99.0 0.2 94.2 0.2 99.3 0.1 99.2 0.1 99.3 0.0
Blend 99.0 15.5 94.2 0.6 99.4 20.5 99.2 0.6 99.3 0.9

LC 99.1 0.2 94.2 0.2 99.3 0.2 99.3 0.1 99.3 0.1
Avg. 98.1 6.7 94.2 0.4 99.3 3.0 99.3 0.1 99.3 0.2

C
IF

A
R

-1
00 BNets 63.6 66.6 74.1 0.3 90.7 6.7 92.3 0.0 91.6 0.1

Blend 63.0 66.3 74.1 0.4 90.5 8.5 92.3 0.0 91.5 2.1
Wanet 57.9 52.4 74.1 0.5 90.8 0.1 92.2 0.0 91.6 0.1
Freq 57.9 45.6 74.1 0.2 90.7 0.0 92.2 0.0 91.6 0.0
Avg. 60.6 57.7 74.1 0.4 90.7 3.8 92.3 0.0 91.6 0.6

Table 2. VIBE performance atop large-scale pretrained models.

Large-scale evaluation. The standard evaluation bench-
marks for backdoor attacks consider datasets with a rela-
tively small class count. Thus, we further consider a large-
scale setup on the ImageNet-1k dataset. We consider the
standard attacks BadNets, Blend and WaNet, as well as a
universal backdoor attack (UBA) [74] that is specifically
tailored for targeting many classes at once. Table 3 shows
that VIBE-FM with DINOv2 consistently outperforms rel-
evant baselines and attains near complete resilience to the
considered attacks. For reference, baseline defense DBD
fails in the case of the Blend attack and yields almost 1.4pp
lower accuracy. Both logistic regression and K-Means at-
tain lower accuracies and higher attack success rates. In-
terestingly, the zero-shot baseline achieves competitive re-
silience of 0.1% at the cost of poor accuracy. This analysis
shows that VIBE-FM is beneficial in large-scale setups.

In the case of large-scale evaluation with VIBE-SS, we

Method K-Means LogReg Zero-shot DBD V-FM-A V-FM-F
Attack ACC ASR ACC ASR ACC ASR ACC ASR ACC ASR ACC ASR
BNets 65.0 1.6 78.1 4.0 69.2 0.0 80.9 0.1 82.9 0.0 81.1 0.0
Blend 65.0 1.9 78.6 9.1 69.0 0.1 81.5 4.3 83.1 0.0 81.5 0.1
WaNet 64.9 1.6 78.4 5.1 69.0 0.1 81.6 0.2 83.1 0.0 81.5 0.1
UBA-P 65.3 3.2 79.5 0.1 69.0 0.1 82.0 0.1 82.8 0.1 81.3 0.1
UBA-B 65.5 3.2 79.4 0.1 69.0 0.1 81.5 0.1 83.0 0.1 81.3 0.1

Avg. 65.3 2.3 78.8 3.7 69.0 0.1 81.6 1.0 83.0 0.0 81.3 0.1

Table 3. VIBE-FM performance on the ImageNet-1k dataset.

use ResNet-50 feature extractor pretrained on poisoned in-
stances of the ImageNet-1k dataset. Again, VIBE-SS at-
tains significantly higher accuracy than baseline DBD while
keeping ASR at 0.1%, as detailed in Appendix ??.
Attacks on self-supervision. VIBE framework relies on
feature extractor pre-training. Thus, we analyze robustness
against backdoor attacks [45, 73] that target self-supervised
objective. Figure 4 compares VIBE-SS with the DBD base-
line on CIFAR-10 poisoned with the CTRL attack [45].
VIBE outperforms the DBD baseline when built atop the
standard SimCLR [10] pre-training and its robust counter-
part MIMIC [26], as detailed in Appendix ??.

No Defense Self-Supervision Robust Self-Supervision
0

20

40

60

AC
C 

- A
SR

No Defense
DBD
VIBE-SS

Figure 4. VIBE defends against the attacks on self-supervision.

We further devise our adaptive attack that targets
All4One [18] pre-training objective used in the main ex-
periments. We construct a trigger that moves feature repre-
sentations of poisoned examples towards the target classes.
VIBE successfully defends against this adaptive attack on
the CIFAR-10 dataset with accuracy of 94.5% and ASR of
0.6%. Details of the attack are in Appendix ??.
Combining multiple attacks. Existing evaluation bench-
marks consider every backdoor attack in isolation. We fur-
ther harden the task by applying multiple backdoor attacks
to the same instance of the CIFAR-10 dataset. In particular,
we inject visible patch attack BadNets and the clean-label
attack LC. We then evaluate robustness against each attack
independently and the combined attack. Table 4 shows that
VIBE can successfully defend against combined attacks,
while the filtering strategy of the DBD baseline fails.

Method ASR (BadNets) ASR (LC) ASR (BN & LC) ACC
DBD-SS 99.7 99.8 99.8 79.1

VIBE-SS-A 1.2 1.7 1.3 93.8
VIBE-SS-F 1.8 2.2 2.0 93.5

Table 4. VIBE performance on combined attacks.

758



Inferring attacker behavior. VIBE with approximate fac-
torization can seamlessly recover class poisoning patterns
by analyzing p(y|l) for every combination of y and l. To
showcase this, we consider BadNets all-to-all attack that
poisons all the classes in the CIFAR-10 dataset. Figure 5 vi-
sualizes the inferred poisoning patterns (left) that resemble
the actual patterns (right). In the case of full factorization
(10), poisoning rules can be recovered by marginalization.
This property emerges from the VIBE formulation and may
not be easily recovered with previous defenses.
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Figure 5. Inferred poisoning distributions p(y|l) for all-to-all at-
tack on CIFAR-10 (left) and the corresponding groundtruth (right).

Computational requirements. Our main experiments are
conducted on a single NVIDIA RTX A4500 with 20GB of
RAM. Table 5 shows that VIBE training necessitates simi-
lar computational requirements as previous works, facilitat-
ing reproducibility. Furthermore, VIBE converges 3× faster
than the DBD baseline on the full ImageNet-1k dataset. In
this case, the entropy-regularized optimal transport from E-
step requires 10.5GB of GPU RAM and takes 36.5 seconds.
Still, E-step is ran only 30 times throughout the training,
keeping the runtime feasible.

Def → ASD [20] VaB [107] self-sup +DBD [33] +VIBE-SS
Data ↓ Mem Time Mem Time Mem Time Mem Time Mem Time
C-100 4.0GB 3.8h 1.8GB 2.7h 2.1GB 8.5h 2.7GB 5.4h 1.6GB 0.9h
IN-30 3.7GB 7.2h 7.6GB 51.5h 4.1GB 7.0h 4.8GB 7.7h 5.9GB 2.3h

Table 5. Computational requirements of VIBE-SS.

6. Discussion
On different poisoning rates. Backdoor attacks typically
drop the poisoning rate γ in order to obstruct the defense.
Decreasing the poisoning rate γ does not affect VIBE since
it simplifies the posterior recovery due to better overall
alignment of the observed y and the latent l. The left side
of Figure 6 shows the attack success rate in log-scale for
different poisoning rates on BadNets-poisoned CIFAR-10.
While other baselines lose their performance with low poi-
soning rate, VIBE remains robust. The strong performance
across different poisoning rates can be attributed to accurate
pseudolabels. Our pseudolabels match 99% of clean labels
on CIFAR-10 and 95% of clean labels on CIFAR-100.

On the choice of feature extractor. VIBE can be built atop
different self-supervised pre-training objectives and frozen
feature extractors. The right side of Figure 6 shows the av-
erage performance over six attacks on CIFAR-10. VIBE-SS
and VIBE-FM deliver competitive results in all cases.
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Figure 6. VIBE preserves strong performance for different poison-
ing rates (left) and can be pre-trained with different self-supervised
objectives as well as built atop foundation models (right).

On the impact of preprocessing. The proposed prepro-
cessing strategy (3.4) removes samples outside the training
manifold. This design decision improves performance on
clean label attacks without hampering generalization or the
performance on other attack types. For example, data pre-
processing reduces the LC attack ASR from 14% to 6.3%
on the CIFAR-10 dataset. Similar performance gains can be
observed for other clean-label attacks [6, 99], as shown in
Appendix ??. Furthermore, improvement in resilience does
not affect clean label accuracy significantly.
On hyper-parameter sensitivity. We validate VIBE per-
formance for different temperatures ν, κ and c, E-step fre-
quency T , values of the learning rate, distance thresholds δ
and entropy regularization λ in Appendix ??. VIBE perfor-
mance is consistent across different hyper-parameter values.

7. Conclusion
We have presented VIBE, the first backdoor defense that
views clean labels as unobserved latent variables. We frame
the training of a clean classifier as a latent posterior recov-
ery problem and show how to efficiently solve it through
expectation maximization (EM). Specifically, our E-step in-
fers clean pseudolabels by solving an entropy-regularized
optimal transport problem via the computationally efficient
matrix scaling algorithm [15]. Our M-step conducts gra-
dient descent updates on the model parameters that are
pre-trained with self-supervised objective on the poisoned
dataset to improve convergence [33]. Our experiments indi-
cate that VIBE-SS provides substantial defense against all
considered backdoor attacks and remains effective against
both adaptive and combined attacks. Being modular, VIBE
can also incorporate off-the-shelf foundation models and at-
tain strong performance in this increasingly relevant setup.
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