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Abstract

The recent introduction of diffusion models in dataset dis-
tillation has shown promising potential in creating com-
pact surrogate datasets for large, high-resolution target
datasets, offering improved efficiency and performance over
traditional bi-level/uni-level optimization methods. How-
ever, current diffusion-based dataset distillation approaches
overlook the evaluation process and exhibit two critical in-
consistencies in the distillation process: (1) Objective In-
consistency, where the distillation process diverges from the
evaluation objective, and (2) Condition Inconsistency, lead-
ing to mismatches between generated images and their cor-
responding conditions. To resolve these issues, we intro-
duce Condition-aware Optimization with Objective-guided
Sampling (CaO2), a two-stage diffusion-based framework
that aligns the distillation process with the evaluation ob-
jective. The first stage employs a probability-informed
sample selection pipeline, while the second stage refines
the corresponding latent representations to improve con-
ditional likelihood. CaO2 achieves state-of-the-art per-
formance on ImageNet and its subsets, surpassing the
best-performing baselines by an average of 2.3% accu-
racy. Code is available at https://github.com/
hatchetProject/CaO2.

1. Introduction

The rapid expansion of data scale has significantly advanced
the development of machine learning, but has also placed
substantial demands on the storage capacity and computa-
tional resources. To accelerate training and reduce storage
requirements while maintaining comparable performance,
dataset distillation (DD) [2, 38, 42, 46, 47] was introduced
to construct a compact surrogate dataset that captures the
most critical information from a large target dataset. Con-
ventionally, dataset distillation was formulated as a bi-
level/uni-level optimization problem, designed to match
the training dynamics between a teacher model trained on
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Figure 1. Comparison of validation accuracy and distillation

time for different methods under different IPCs on Image-

Woof. Our two-stage method is more efficient and can obtain bet-
ter performance compared with other SOTA approaches.

the target dataset and a student model trained on the syn-
thetic dataset [10, 24, 36, 41]. However, these matching-
based methods either struggle to scale up to larger, higher-
resolution datasets, or suffer from low performance.

Recently, diffusion-based dataset distillation [9, 33]
emerged as a new paradigm for efficient data condensation.
These methods utilize pre-trained diffusion models [28, 29]
as strong distribution learners to filter noisy representations
and retain the most important ones [3]. Therefore, their gen-
erated images are strong representations of the original tar-
get data distribution. As shown in Fig. 1, directly using
randomly sampled images from the Diffusion Transformer
(DiT) [28] for evaluation already outperforms the uni-level
optimization method SRe2L [41] by a significant margin,
both in performance and distillation time. Moreover, un-
like matching-based methods that rely on an additional stu-
dent model and output unreadable images, diffusion-based
methods are independent of the student model and produce
realistic images. This enables the synthetic dataset to be
seamlessly used for other tasks, such as neural architecture
search [23] and continual learning [25].

These compelling advantages, nevertheless, come at the
cost of achieving optimal performance. We observe that
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current diffusion-based DD methods [9, 33] overlook the
evaluation objective that assesses the discriminative prop-
erties of the distilled images. Instead, they focus exclu-
sively on enhancing the fidelity of generated images, either
through diffusion model training [9] or latent embedding
clustering [33] (as shown in Fig. 2(a)). Such an oversight
may lead to inappropriately designed distillation objectives,
ultimately resulting in suboptimal evaluation accuracy.

However, incorporating the evaluation objective into the
distillation process is not trivial, as diffusion models are not
designed for classification tasks. Rather than directly inte-
grating the evaluation objective, we aim to address two key
inconsistencies related to it. The first is Objective Inconsis-
tency, referring to the misalignment between the objective
of the generative diffusion model and that of the evaluation
model. As shown in Fig. 2(a), matching-based methods
[2, 16, 44] constrain the distilled dataset to be optimized
with the same objective of image classification as in the
evaluation phase. In contrast, current diffusion-based meth-
ods generate the distilled dataset without any classification
supervision. The second is Condition Inconsistency, stem-
ming from the limitations of the applied conditional diffu-
sion models themselves. In practice, diffusion models are
not perfectly trained where the conditional likelihood for
every generated sample is not maximized. Consequently,
the obtained image-label pairs are suboptimal, which ad-
versely impacts the training process during evaluation.

Having revealed the inconsistencies, we alleviate them
by proposing a two-stage framework named Condition-
aware Optimization with Objective-guided Sampling
(CaO2). As illustrated in Fig. 2(b), the first stage generates
an image pool and sample from it class-wisely. By using a
pre-trained lightweight classifier, we ensure that only sam-
ples confidently classified as belonging to their conditioned
class are selected, thereby easing Objective Inconsistency.
In the second stage, the chosen image latent is perturbed
with random noise and optimized while keeping the diffu-
sion model fixed under a task-dependent condition. The op-
timization objective aims to maximize the conditional like-
lihood of the image with respect to its condition, thereby
reducing Condition Inconsistency. Our approach achieves
state-of-the-art performance with better efficiency on Ima-
geNet and its subsets. We also show that apart from pre-
trained diffusion models, our method can be applied to fine-
tuned models [9] and autoregressive models [19].

In summary, we make the following contributions:
• We observe that current diffusion-based dataset distilla-

tion methods overlook the evaluation process, leading to
two inconsistencies in the distillation process — Objec-
tive Inconsistency and Condition Inconsistency — that
hinder effective data condensation.

• To mitigate the inconsistencies, we propose CaO2, a two-
stage framework enabling efficient distillation with im-

proved performance. Our framework can be applied to
different model backbones, including Diffusion Trans-
formers and autoregressive generation models such as
MAR. It can also be used as a plug-and-play module for
existing diffusion-based dataset distillation methods.

• Empirical results indicate that CaO2 achieves state-of-
the-art performance on ImageNet and its subsets, outper-
forming other methods by an average of 2.3% accuracy.

2. Related Works

2.1. Matching-based Dataset Distillation

Initial works have formulated the dataset distillation prob-
lem as a bi-level optimization task, aiming to match the
training characteristics of the synthetic dataset with those
of the target dataset, such as gradients [16, 24, 44], fea-
ture distributions [36, 43, 45], and training trajectories
[2, 6, 8, 10]. However, the bi-level distillation objective in-
troduces large computational costs, making it impractical to
generalize to large-scale datasets such as ImageNet. Even
for a small dataset such as CIFAR-100, adopting the effi-
cient matching-based method TESLA [6] to distill a subset
with IPC=10 can take nearly 20 hours.

To scale efficiency, SRe2L [41] and its subsequent works
[31, 32, 40, 48] adopted a uni-level optimization frame-
work. They first synthesize images by matching model out-
puts and Batch Norm statistics using a well-trained teacher
model, then generate multiple soft labels for the distilled
images. Though efficiency is improved, their performance
is limited due to the inadequate matching objective and the
separate processes for image and label synthesis.

2.2. Diffusion-based Dataset Distillation

An emerging line of research [5, 9, 33] utilizes pre-trained
generative models for dataset distillation. GLaD [3], as a
pioneering work, argues that images distilled into the la-
tent space are less noisy and have clearer visual structures
than the images in pixel space, and uses generative mod-
els for producing deep priors to integrate with matching-
based methods. Minimax Diffusion [9] instead fully uti-
lizes pre-trained diffusion models for generating realistic
synthetic datasets. It finetunes the diffusion model with
a minimax criterion to enhance sample representativeness
and diversity. D4M [33] uses pre-trained text-to-image dif-
fusion models and adopts prototype learning to learn clus-
ter centers for each category. These diffusion-based dataset
distillation methods achieved the new state-of-the-art per-
formance on large-scale datasets such as ImageNet, signif-
icantly outperforming the current matching-based methods
in both efficiency and performance.

However, the distillation process in current diffusion-
based dataset distillation methods is independent of the
evaluation objective, with limited attention to the con-
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Figure 2. Comparison and illustration of previous diffusion-based methods and our approach. (a) Current diffusion-based methods
facilitate efficient distillation using a conditional diffusion model G. However, their proposed distillation processes overlook the evaluation
objective, resulting in Objective Inconsistency (OI) between distillation and evaluation, as well as Condition Inconsistency (CI) between
the input condition and the generated image. (b) To alleviate the inconsistencies, we propose a two-stage framework: Stage 1 mitigates OI
by generating an image pool and selecting more discriminative samples through a lightweight sample selector. Stage 2 refines the selected
image latents using Eq. (4) and Eq. (5), reducing CI by maximizing the conditional likelihood of the generated samples. By avoiding
training of the generative backbone, our method is efficient and applicable across different generative models.

straints posed by the small number of samples in the syn-
thetic dataset. To address this discrepancy, our method in-
troduces a two-stage framework incorporating sample se-
lection and latent optimization, designed to achieve a more
precise and consistent distillation process.

3. Methodology

3.1. Preliminary

For a conditional diffusion model with parameter ω, the pro-
cess of generating a sample x0 adheres to a specific Markov
chain structure:

pω(x0|c) =
∫

x1:T

p(xT )
T∏

t=1

pω(xt→1|xt, c) dx1:T , (1)

where c is the input condition, T is the number of denois-
ing steps, and p(xT ) is the standard normal distribution.
Directly maximizing the conditional likelihood pω(x0|c) is
impractical, thus diffusion models instead learn to optimize
the variational lower bound (ELBO) on log-likelihood:

log pω(x0|c) → ↑Et,ε[↓ε↑ ϑω (xt, c, t)↓2]. (2)

Given the objective of likelihood maximization, an optimal
diffusion model is expected to provide accurate density es-
timation for each class over the entire training data distri-
bution. This implies that diffusion models are inherently
strong classifiers [4, 18], and can efficiently generate sam-
ples that represent the underlying data distribution well.

However, the effectiveness of current diffusion-based
methods is limited by the misalignment between the dis-

tillation and evaluation process. In Sec. 3.2 and 3.3, we an-
alyze two types of inconsistencies and address each to im-
prove distillation performance. Motivated by bi-level opti-
mization approaches, we introduce task-oriented variations
in Sec. 3.4 for better method adaptation. Finally, in Sec. 3.5,
we demonstrate how our method can be extended to utilize
the masked autoregressive generation model.

3.2. Objective-guided Sample Selection

A conditional diffusion model takes a class condition ci as
input to generate realistic images x0 from sampled noises.
Assume the conditional diffusion model is trained perfectly
with accurate density estimations so that pω(x0|ci) is max-
imized. Then by applying Bayes’ theorem as pω(ci|x0) ↔
pω(x0|ci)p(ci), we can conclude that the conditional prob-
ability pω(ci|x0) is also maximized. However, this equiv-
alence in likelihood maximization holds only for diffusion
classifiers [18] with the objective in Eq. (2), and there is no
guarantee that for a typical discriminative model ϖ with a
classification objective, pϑ(ci|x0) can be maximized con-
currently. Furthermore, [18] empirically demonstrated that,
even when the discriminative model is trained on a synthetic
dataset of equivalent size to the full training set, the dif-
fusion classifier still surpasses the discriminative model by
4.8% in accuracy on ImageNet.

Moreover, randomness in noise initialization and sam-
pling can produce low-quality, unrepresentative images, oc-
casionally generating samples that are unhelpful for training
or even poisonous. This issue is especially pronounced in
low IPC settings, where each sample constitutes a signifi-
cant portion of the dataset and is crucial for effective train-
ing. Therefore, we reveal the Objective Inconsistency (OI)
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in diffusion-based dataset distillation, defined as:

Definition 1. Let ci denote the input condition, {xi,k
0 }Nk=1

represent the set of N images generated according to con-
dition ci, and {ck}Nk=1 denote the corresponding set of hard
labels predicted by a trained classifier. Objective Inconsis-
tency arises when there are mismatches between the input
condition and the output label, i.e., ↗k, such that ci ↘= ck.

The Objective Inconsistency illustrates the discrepancy
between the objectives of the distillation and evaluation
stages in diffusion-based dataset distillation. It implies that
some generated images, when used for classification, will
be classified to belong to a different class than their con-
ditioned label, impacting the correctness and fidelity of the
distilled dataset. To alleviate this issue, we introduce a sim-
ple yet effective sample selection strategy based on clas-
sification probability to improve distillation performance.
As shown in Fig. 2(b), while conventional methods directly
generate the compact dataset, we adopt a post hoc approach
by introducing a lightweight classifier to determine better
samples for learning with the classification objective.

Specifically, to distill samples for a single class with a
given IPC, we first generate an image pool of size m ≃
IPC using a pre-trained diffusion model conditioned on
that class, where m is a scaling factor. Next, we use a
lightweight pre-trained classifier (e.g., ResNet-18) to obtain
predictive probabilities for each generated image, selecting
only those samples predicted to belong to the conditioned
class. Building on insights from [20], which suggests prior-
itizing easier samples under lower IPC settings and harder
samples for higher IPC settings, we further refine our selec-
tion by choosing the top-IPC most or least confident sam-
ples from the correct predictions. For classes lacking suf-
ficient correct samples, we supplement the distilled dataset
by randomly selecting from the remaining images. Addi-
tionally, we observe that using small scaling factors, such
as m = 2 or m = 4, typically suffices to achieve strong
performance, underscoring the efficiency of our strategy.

3.3. Condition-aware Latent Optimization

A good compact dataset expects each training image ac-
curately reflecting its corresponding label. However, em-
pirical diffusion models often fail to provide fully accurate
density estimates of pω(x0|c) for all conditions, primarily
due to the errors in approximating the ELBO and the pres-
ence of the non-zero diffusion training loss. Consequently,
even after sample selection, the generated samples remain
sub-optimal for conditional likelihood maximization when
using hard labels as input conditions. We define this inher-
ent discrepancy between the input condition and the output
likelihood as the Condition Inconsistency (CI):

Definition 2. Let xi
0 represent the generated image latent

conditioned on class ci, pω(x0|c) be the conditional likeli-

hood of the empirical diffusion model. Condition Inconsis-
tency indicates that ⇐i, ↗j ↘= i such that pω(xi

0|cj) > 0.

This definition implies that the image latent generated
by an empirical diffusion model is not exclusively asso-
ciated with its specified condition, thereby weakening the
correlation between the sample and its label in the distilled
dataset. Since a diffusion model with a lower diffusion loss
approximates the conditional likelihood more accurately,
one straightforward approach to alleviate Condition Incon-
sistency is to learn a well-trained diffusion model for each
class. However, this solution is computationally prohibitive
and impractical given the limited amount of samples and the
large number of existing conditions.

Instead of optimizing the model itself, we propose to
update the generated images through latent optimization.
By minimizing the diffusion loss with respect to the in-
put x, we allow the input to shift toward regions where
the pre-trained diffusion model yields more accurate den-
sity estimates. Therefore, given the input Gaussian noise
ε ⇒ N (0, I), input condition ĉ and the noisy input at time
step t, the optimization objective is formulated as:

min
x

Et,ε

[
↓ϑω(xt, ĉ, t)↑ ε↓22

]
, s.t. xt =

⇑
ϱtx+

⇑
1↑ ϱtε.

(3)
ϱt is a constant with respect to t, and t is randomly sampled
from [1, T̂ ], where T̂ ⇓ T . This suggests that the latent
is only moderately perturbed. However, solely using the
above objective may lead to optimized samples x falling
into regions associated with other classes [4]. To constrain
the degree of update, we use the max norm as additional
regularization such that ↓x ↑ x↓↑ ⇔ ς. Thus, the final
optimization objective is:

min
x

Et,ε

[
↓ϑω(xt, ĉ, t)↑ ε↓22 + φ↓ϑω(xt, ĉ, t)↑ ε↓↑

]
,

(4)
where φ controls the strength of regularization. Note that
the above is conducted in the latent space and, for the sake
of simplicity, we refrain from introducing new notations to
distinguish between the image and its latent.

3.4. Task-oriented Variation

When computationally feasible, bi-level optimization meth-
ods exhibit strong performance [10, 37], primarily because
aligning the learning objectives during distillation and eval-
uation naturally removes the need to redesign learning
strategies. In contrast, non-matching-based methods en-
force a strict separation between these two processes, pre-
venting distillation-stage settings from benefiting the eval-
uation process. This discrepancy motivates us to refine the
proposed two-stage approach with task-oriented designs.

Inspired by [1], we use the size of the distilled dataset as
an evidence during the sample selection stage. Since train-
ing benefits from progressively learning more difficult sam-
ples, we propose emphasizing easier samples when training
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on more challenging tasks, while prioritizing harder sam-
ples for simpler tasks. Consequently, we select correct and
highly confident samples in lower IPC settings, and correct
but less confident samples in higher IPC settings.

Algorithm 1: Pseudocode for CaO2

Input: Pre-trained diffusion model ϑ(x, c), sample
selector s(c|x), target category set C, IPC=N

Initialize: Distilled dataset S = {}, scaling factor
m, optimization condition ĉ

1 for c ↖ C do

// Sample Selection

2 Obtain image pool X of size mN from ϑ(x, c, t)
3 Calculate probabilities P = softmax(s(c|X ))
4 Select the top-N correct and least/most

confident samples XN from X using P
// Latent Optimization

5 Sample a random Gaussian noise ε ⇒ N (0, I)
6 for x ↖ XN do

7 for each iteration do

8 Sample a random time step t
9 Obtain xt =

⇑
ϱtx+

⇑
1↑ ϱtε

10 Update x using Eq. (4), Eq. (5)
end

11 S = S ↙ {(x, c)}
end

end

Output: Distilled dataset S

In the latent optimization stage, we examine the varying
modeling quality across categories in diffusion models, and
propose choosing different values for the input condition ĉ.
This approach is motivated by the fact that ĉ carries class-
specific information that is inherently discriminative. For
the set of classes Ce in an easier task and the set of classes
Ch in a harder task, different values are considered:

ĉ = c · 1(c ↖ Ce) + ↼ · 1(c ↖ Ch) (5)

where c is the true class label used for generating the latent,
↼ is the unconditional label used for classifier-free guidance
and 1(·) is the indicator function. For relatively easier tasks,
we assume the input conditions can effectively provide dis-
criminative information, and thus the true labels are used for
guidance during optimization. For harder tasks, the guid-
ance provided by the conditions may be insufficient or even
detrimental, and thus classifier-free guidance is adopted. In
this case, ϑω is treated as a well-trained single-step denoiser.
We utilize it so that, even without conditional guidance, the
latent is optimized to approximate the result achieved with
conditional guidance, implying that conditional information
is embedded within the image latent.

During implementation, we examine the validation ac-
curacy of each classification task to determine the task dif-
ficulty and the specific strategy to be used. The complete
procedure of our algorithm is depicted in Algorithm 1.

3.5. Extending the Generation Backbone

Apart from conventional diffusion models, the Masked Au-
toregressive model (MAR) [19] has recently been proposed
to reinvent autoregressive image generation. MAR utilizes
an autoregressive procedure to predict image patches, with
a diffusion loss guiding the training process. Motivated by
the similarity in the learning objective, we show that apart
from conventional diffusion models, our method can also be
seamlessly applied to MAR for effective dataset distillation.

While the sample selection stage remains similar, there
are two major differences in the latent optimization stage
compared with the diffusion model backbone. One is that
instead of adding random Gaussian noises to the image la-
tent with respect to the time step, we apply random masks
on the latents with a maximum token masking ratio. The
other difference is that MAR did not design a specific em-
bedding for the classifier-free guidance, thus we replace ↼
with a self-designed zero label embedding for Eq. (5). The
optimization objective can thus be formulated as:

min
x

Em,ε

[
↓ϑω(xm, ĉ)↑ ε↓22 + φ↓ϑω(xm, ĉ)↑ ε↓p

]
, (6)

where m ⇒ M(0,R) is a randomly sampled mask with a
maximum masking ratio of R, xm is obtained by randomly
masking |m| tokens from x. The workflow of our MAR-
based approach is illustrated in Appendix 6.

4. Experiments

In this section, we clarify the experiment settings and the
implementation details, perform comparisons with state-of-
the-art methods and diffusion-based methods, and provide
extensive ablation studies for discussion and analysis.

4.1. Experimental Settings

Dataset and Evaluation Settings. For the goal of more
practical and realistic application, we experiment on Ima-
geNet [7] and its subsets, including ImageWoof [15], Ima-
geNette [14] and ImageNet-100 [30]. ImageWoof is a chal-
lenging subset containing 10 different dog breeds, while Im-
ageNette is a simpler subset with 10 easily distinguishable
categories. ImageNet-100 includes 100 randomly selected
classes from the broader ImageNet. Aiming at higher com-
pression ratios with generalizability, we adopt three images-
per-class (IPC) settings of 1, 10, and 50 for each dataset.

Currently, two evaluation paradigms exist for distilled
dataset assessment: one based on hard labels [9] and the
other on soft labels via knowledge distillation [34]. While
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Settings IPC ImageWoof ImageNette
SRe2L Minimax RDED Ours SRe2L Minimax RDED Ours

ResNet-18
1 13.3 ± 0.5 19.9 ± 0.2 20.8 ± 1.2 21.1 ± 0.6 19.1 ± 1.1 31.8 ± 0.6 35.8 ± 1.0 40.6 ± 0.6

10 20.2 ± 0.2 40.1 ± 1.0 38.5 ± 2.1 45.6 ± 1.4 29.4 ± 3.0 61.4 ± 0.7 61.4 ± 0.4 65.0 ± 0.7

50 23.3 ± 0.3 67.0 ± 1.8 68.5 ± 0.7 68.9 ± 1.1 40.9 ± 0.3 84.1 ± 0.2 80.4 ± 0.4 84.5 ± 0.6

ResNet-50
1 14.9 ± 0.6 19.5 ± 0.6 14.5 ± 1.2 20.6 ± 1.6 17.5 ± 3.4 27.9 ± 0.2 32.3 ± 0.8 33.5 ± 2.1

10 17.3 ± 1.7 37.3 ± 1.1 29.9 ± 2.2 40.1 ± 0.1 49.8 ± 2.1 66.4 ± 0.4 63.9 ± 0.7 67.5 ± 0.8

50 24.8 ± 0.7 64.3 ± 0.9 67.8 ± 0.3 68.2 ± 1.1 71.2 ± 0.3 77.1 ± 0.7 78.0 ± 0.4 82.7 ± 0.3

ResNet-101
1 13.4 ± 0.1 17.7 ± 0.9 19.6 ± 1.8 21.2 ± 1.7 15.8 ± 0.6 24.5 ± 0.1 25.1 ± 2.7 32.7 ± 2.5

10 17.7 ± 0.9 34.2 ± 1.7 31.3 ± 1.3 36.5 ± 1.4 23.4 ± 0.8 55.4 ± 4.5 54.0 ± 0.4 66.3 ± 1.3

50 21.2 ± 0.2 62.7 ± 1.6 59.1 ± 0.7 63.1 ± 1.3 36.5 ± 0.7 77.4 ± 0.8 75.0 ± 1.2 81.7 ± 1.0

Table 1. Performance comparison (%) with the SOTA methods over ImageNet subsets. We adopt the evaluation paradigms from [9]
and [34], reporting the higher accuracy achieved between the two. Best results are marked in bold.

the latter often yields superior performance, it heavily de-
pends on the expert model’s accuracy and may occasion-
ally fail (Appendix 9). To ensure fairness and robustness,
we evaluate both approaches and report the best result for
each method. The distilled datasets are tested across various
model architectures, including ResNet-18 [11], ResNet-50,
ResNet-101, EfficientNet-B0 [35], and MobileNet-V2 [13].
To ensure stability, all experiments are repeated three times.
Baselines. We primarily compare our method with other
diffusion-based dataset distillation methods and SOTA
baselines, including SRe2L [41], Minimax Diffusion [9],
D4M [33] and RDED [34]. We also include comparisons
with methods such as G-VBSM [31], EDC [32], IGD [5],
DATM [10], and PAD [21] in Appendix 7. SRe2L pio-
neered efficient scaling to ImageNet-1K and outperforms
other matching-based methods like MTT [2] and TESLA
[6]. Minimax Diffusion and D4M utilized pre-trained dif-
fusion models for efficient distillation, with [9] applying
a minimax criterion to enhance sample representativeness
and diversity, while [33] clusters image latents into cate-
gory prototypes to incorporate label information. RDED,
on the other hand, uses the original training set by selecting
and grouping the most informative image crops.
Implementation Details. We adopt the pre-trained Diffu-
sion Transformer (DiT) [28] with 256*256 resolution as the
model backbone. Image sampling is performed with 50 de-
noising steps using a fixed random seed. For the image re-
finement stage, we adopt the Adam [17] optimizer with a
learning rate of 0.0006, set φ = 10 for the regularization hy-
perparameter, and train each image for 100 iterations. Dur-
ing training, we fix the input noise for each image and ran-
domly sample a time step at each iteration. All experiments
can be conducted on a single RTX A6000 GPU.

4.2. Results and Discussions

We present the comparison of distillation performance in
Tab. 1 and Tab. 2. Our method is independent of the evalua-
tion model, allowing us to use the same distilled dataset for

assessments across ResNets of varying depths.
ImageWoof and ImageNette: As two smaller subsets of
ImageNet, these tasks capture different aspects of the Im-
ageNet distribution. ImageWoof includes various classes
within a single species, testing the representativeness of
the distilled dataset. In contrast, ImageNette, an easier
dataset with distinct categories, assesses the diversity of
the distilled dataset. Tab. 1 demonstrates that on these
two datasets, SRe2L performs sub-optimally, while Mini-
max Diffusion achieves results comparable to RDED. Our
method surpasses the best baselines, achieving an average
accuracy improvement of 1.6% across all settings for Im-
ageWoof and 4.3% for ImageNette.
ImageNet-100 and ImageNet-1K: We further scale up to
evaluations on 100 and 1,000 classes, with results shown in
Tab. 2. For ImageNet-100, our method achieves an aver-
age accuracy improvement of 1.8% across all settings. On
ImageNet-1K, we include D4M [33] for comparison, using
the reported accuracies and assuming zero deviation, as re-
peated results were not provided in the original paper. Our
method consistently outperforms other methods in all set-
tings, yielding an average accuracy improvement of 1.5%.

4.3. Ablation Studies

We conduct extensive ablation studies to evaluate the ef-
fectiveness of the different components in our method, and
explore the impact of different hyperparameter choices.
Component Analysis. We analyze the effectiveness of each
component in our method using ResNet-18 as the model for
evaluation. Tab. 3 demonstrates that both components in-
dividually improve upon the baseline, and their combina-
tion yields even larger performance gains. Furthermore, the
comparable accuracy improvements provided by each com-
ponent indicate their equal importance.
Selection Protocols. We first examine the effects of selec-
tion pool size and selection strategy. As shown in Fig. 3(b),
an optimal pool size for sample selection typically ranges
around 2≃IPC or 4≃IPC. Interestingly, selecting from a
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ImageNet-100 ImageNet-1KSettings IPC SRe2L Minimax RDED Ours SRe2L Minimax D4M RDED Ours

1 3.0±0.3 7.3±0.1 8.1±0.3 8.8±0.4 0.1±0.1 5.9±0.2 - 6.6±0.2 7.1±0.1

10 9.5±0.4 32.0±1.0 36.0±0.3 36.6±0.2 21.3±0.6 44.3±0.5 27.9±0.0 42.0±0.1 46.1±0.2ResNet-18
50 27.0±0.4 63.9±0.1 61.6±0.1 68.0±0.5 46.8±0.2 58.6±0.3 55.2±0.0 56.5±0.1 60.0±0.0

1 1.5±0.0 6.8±0.5 6.5±0.3 7.3±0.4 1.0±0.0 5.1±0.5 - 5.4±0.2 7.0±0.4

10 3.4±0.1 30.8±0.4 29.5±0.7 35.0±0.6 28.4±0.1 49.7±0.8 33.5±0.0 43.6±0.5 53.0±0.2ResNet-50
50 10.8±0.3 67.4±0.3 68.8±0.2 70.1±0.1 55.6±0.3 64.8±0.1 62.4±0.0 64.6±0.1 65.5±0.1

1 2.1±0.1 5.4±0.6 6.1±0.8 6.6±0.4 0.6±0.1 4.0±0.5 - 5.9±0.4 6.0±0.4

10 6.4±0.1 29.2±1.0 33.9±0.1 34.5±0.4 30.9±0.1 46.9±1.3 34.2±0.0 48.3±1.0 52.2±1.1ResNet-101
50 25.7±0.3 67.4±0.6 66.0±0.6 70.8±0.2 60.8±0.5 65.6±0.1 63.4±0.0 61.2±0.4 66.2±0.1

Table 2. Performance comparison (%) over ImageNet-100 and ImageNet-1K. We adopt the evaluation paradigms from [9] and [34],
reporting the higher accuracy achieved. ’-’ indicates missing results from the original paper. Best results are marked in bold.

OSS CLO Woof
IPC=10

Woof
IPC=50

Nette
IPC=10

Nette
IPC=50

- - 38.7±1.1 66.1±0.8 61.7±1.7 82.0±1.1
! - 42.6±1.1 68.5±0.9 63.7±0.6 83.5±1.1
- ! 42.1±1.2 67.9±0.8 64.2±2.1 83.9±0.7
! ! 45.6±1.4 68.7±0.5 65.0±0.7 84.5±0.6

Table 3. Accuracy (%) comparison of different components.

larger set of generated samples does not necessarily im-
prove performance. We suspect this is due to two factors:
first, while a larger pool provides more diversity, selecting
from it may reduce representativeness [9]; second, although
our empirical results (as will be discussed later) support the
effectiveness of the current selection criterion, it is not guar-
anteed to consistently identify the optimal samples. Devel-
oping more advanced and complex selection protocols may
address these issues, but is beyond the scope of this study.

For the selection criterion, we evaluate several strate-
gies: random sampling, EL2N score [27] based selection,
selecting only correct samples, selecting correct and more
confident samples, and selecting correct but least confident
samples. The EL2N score measures sample difficulty via
probability output, with lower scores indicating samples
that are easier to discriminate. As shown in Fig. 3(c), se-
lecting correct and more confident samples generally yields
the best performance across most cases. However, ran-
dom sampling performs best on ImageNette with 50 IPC,
likely because the diffusion model is well-trained on Ima-
geNette classes, preserving both representativeness and di-
versity. Random selection effectively covers the modeled
distribution, whereas probability-based selection protocols
may introduce unintended bias into the distilled dataset.
Input condition comparison. We further analyze the
choice of ĉ in Eq. (5). In Fig. 3(d), we present the perfor-
mance difference, calculated as Acc(true) ↑ Acc(NULL),
when varying only the conditions used for latent optimiza-
tion. The results suggest that for more challenging tasks
such as ImageWoof and ImageNet-1K, unconditional labels
yield better performance, while for easier tasks, such as Im-

Lp norm None L1 L2 L→

ImageWoof (IPC=10) 42.7±0.7 43.4±2.2 44.1±0.7 44.4±0.2

ImageNette (IPC=10) 62.2±1.4 61.3±0.3 62.5±1.0 63.5±0.8

Table 4. Accuracy (%) comparison of different regularization.

ageNette, using true class labels is preferable.
Effect of regularization. Lastly, we examine the effect of
different regularization forms in Eq. (4). We compare no
regularization, L1, L2, and L↑ norms, tuning the hyper-
parameter φ from (10, 1, 0.1, 0.01) to achieve the best per-
formance. Tab. 4 presents the results, where using regu-
larization most of the time improves performance and the
L↑ norm performs the best. We attribute this to the L↑
norm’s ability to enhance the robustness of generated latent
representations, aiding to prevent the learning process from
producing outliers or extreme values.

4.4. Cross-Architecture Performance

We evaluate and analyze two types of cross-architecture
performances. The first is the conventional comparison be-
tween different evaluation models when trained on the same
synthetic dataset. Since diffusion-based methods do not rely
on the evaluation model during distillation, Tab. 1 and Tab. 2
themselves already show these comparison results, demon-
strating the strong cross-architecture ability.

The second type of evaluation involves comparing per-
formance across different combinations of selectors and
evaluation models. As shown in Fig. 3(a), the models
included from left to right, top to bottom, are ResNet-
18, ResNet-50, ResNet-101, EfficientNet-B0, MobileNet-
V2, respectively. We observe that using stronger selec-
tors does not consistently improve performance, and the
lightweight ResNet-18 is sufficient for achieving good re-
sults efficiently. Therefore, we use the pre-trained ResNet-
18 as the sample selector in all our experiments.

4.5. Visualization Comparison

We visualize obtained samples using the same random
seeds in Fig. 4, qualitatively revealing that our method
produces more discriminative and visually refined images.
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(a) Cross-architecture performance (b) Effect of image pool size (c) Selection strategy comparison (d) Condition choice comparison 
Figure 3. Ablation studies on different components. (a) illustrates the cross-architecture performance for selector and evaluation models,
showing that a lightweight ResNet-18 generally leads to better performance in most cases. (b) examines the effect of the scaling factor,
showing that a larger pool size is not always optimal. As a result, we adopt a pool size of 2→IPC or 4→IPC. (c) compares different
selection strategies, concluding that prioritizing correct and more confident samples generally leads to better performance. (d) calculates
the accuracy difference when applying various conditions for latent optimization, suggesting that true labels should be used for easier class
samples, while unconditional labels are more suitable for harder class samples.

(a) DiT + Minimax

(b) DiT + Ours (Stage 1)

(c) DiT + Ours (Stage 1,2)

(d) Difference between (b), (c)
Figure 4. Visualization of distilled images. We compare the dis-
tilled images from Minimax Diffusion with the two stages of our
method, also highlighting the differences introduced by latent op-
timization, where white color denotes unchanged regions.

Interestingly, latent optimization introduces imperceptible
changes to the human eye. By examining the absolute dif-
ferences between images before and after latent optimiza-
tion, we find that the optimization primarily refines object
boundaries and background details, suggesting that images
might be enhanced by emphasized semantic features and
improved robustness against adversarial pixels [4]. Ap-
pendix 10 provides more visualizations and analysis.

4.6. Extending to Different Backbones

Integration with MAR. As discussed in Sec. 3.5, we ex-
tend our method to masked autoregressive models [19], us-
ing MAR-Base with 32 autoregressive steps and 100 de-
noising steps per autoregressive step. From a 2≃IPC image
pool, we select the most confident correct samples. For la-
tent optimization, we apply a 0.25 max masking ratio, train

Method Woof
IPC=10

Woof
IPC=50

Nette
IPC=10

Nette
IPC=50

MAR [19] 38.6±0.4 69.1±0.2 68.8±1.8 86.3±0.4
+ CaO2 43.9±0.8 70.3±0.1 71.8±1.6 87.3±0.1

Minimax [9] 40.1±1.0 67.0±1.8 61.4±0.7 83.9±0.2
+ CaO2 45.7±1.5 70.0±1.4 64.1±1.8 85.1±1.0

Table 5. Performance (%) of integration with different backbones.

for 100 steps with a 0.0001 learning rate, and use L↑ reg-
ularization. Tab. 5 shows that MAR alone is a strong base-
line on ImageNet subsets, and combining it with our method
boosts accuracy by 3.3% on ImageWoof and 2.0% on Ima-
geNette. Visualizations are in Appendix 10.
Integration with Minimax Diffusion. We further integrate
our method with Minimax Diffusion [9], a finetuned diffu-
sion transformer that improves sample quality without alter-
ing the model architecture. Using a 2≃IPC image pool, L↑
regularization, and true label guidance (except zero embed-
dings for ImageWoof at IPC=10), Tab. 5 shows that we fur-
ther improve the performance with an average improvement
of 4.3% on ImageWoof and 2.0% on ImageNette. Visual-
izations are available in Appendix 10. In summary, CaO2

serves as an effective plug-and-play module for both dif-
fusion models with diverse training objectives and masked
autoregressive models with distinct generation schemes.

5. Conclusion

We propose CaO2, an efficient two-stage framework for
large-scale dataset distillation, addressing two key incon-
sistencies in diffusion-based dataset distillation: Objective
Inconsistency and Condition Inconsistency. Our method
achieves state-of-the-art performance on ImageNet and its
subsets across various evaluation settings. Additionally,
CaO2 can be seamlessly integrated with different model
backbones to enhance distillation performance, showcasing
its versatility as a highly effective plug-and-play approach.
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