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Abstract

Semi-supervised instance segmentation poses challenges
due to limited labeled data, causing difficulties in accu-
rately localizing distinct object instances. Current teacher-
student frameworks still suffer from performance con-
straints due to unreliable pseudo-label quality stemming
from limited labeled data. While the Segment Anything
Model (SAM) offers robust segmentation capabilities at var-
ious granularities, directly applying SAM to this task in-
troduces challenges such as class-agnostic predictions and
potential over-segmentation. To address these complexi-
ties, we carefully integrate SAM into the semi-supervised in-
stance segmentation framework, developing a novel distilla-
tion method that effectively captures the precise localization
capabilities of SAM without compromising semantic recog-
nition. Furthermore, we incorporate pseudo-label refine-
ment as well as a specialized data augmentation with the re-
fined pseudo-labels, resulting in superior performance. We
establish state-of-the-art performance, and provide com-
prehensive experiments and ablation studies to validate the
effectiveness of our proposed approach.

1. Introduction

Instance segmentation—simultaneously detecting objects
and delineating their pixel-level boundaries—is fundamen-
tal to applications such as autonomous driving and med-
ical imaging [62, 64]. Although fully-supervised meth-
ods [6, 7, 19, 24] have achieved impressive accuracy, their
dependence on extensive annotated datasets limits scalabil-
ity due to the labor-intensive nature of pixel-level labeling.

Consequently, recent work [3, 5, 16, 28, 54] has explored
semi-supervised learning (SSL) approaches that addition-
ally leverage unlabeled images. Typically, these methods
generate pseudo-labels using a teacher network trained on
a limited labeled dataset, which subsequently guides the
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Figure 1. Analysis on pseudo-labels by the teacher in a teacher-

student framework for semi-supervised instance segmenta-

tion. (a) Bottleneck analysis revealing that the primary limitation
lies in mask quality rather than classification. Note that class ac-
curacy (CA) is computed on matched pairs with IoU > 0.5, and
segmentation quality (SQ) is measured by the standard segmenta-
tion quality metric from panoptic quality [32]. (b) Example failure
cases with correct, confident class prediction but inaccurate masks.

training of a student network. However, the restricted
availability of labeled data renders the pseudo-labels error-
prone, thereby reducing the benefits of incorporating unla-
beled images in the teacher-student framework.

To address this, recent studies have proposed several
strategies, including noise filtering [54], the use of auxiliary
information (e.g., depth maps [5]), and dedicated training
stages to stabilize the teacher–student framework [3, 16].
Despite these advances, the inherent limitations imposed
by the small-scale labeled data continue to produce pseudo-
labels with significant errors, ultimately impeding the per-
formance of the student network.

Recently, large-scale vision foundation models [20, 40,
42, 55], pretrained on web-scale datasets, have demon-
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strated exceptional performance across diverse tasks and
exhibit strong generalization without task-specific fine-
tuning [1, 2, 63]. In particular, the Segment Anything
Model (SAM) [33, 45] has gathered significant attention
as a prompt-driven segmentation foundation model, ca-
pable of predicting fine-grained masks at any granularity,
from whole objects to parts and sub-parts, using geometric
prompts such as points and bounding boxes. Trained on an
unprecedented scale of images, SAM demonstrates efficacy
and generalization across various domains [4, 29, 46] and
in diverse tasks [44, 57].

These advancements motivate our exploration of SAM
to enhance instance segmentation through knowledge distil-
lation, pseudo-label enhancement, and data augmentation,
which are fundamental elements in semi-supervised learn-
ing. However, it still faces challenges in directly apply-
ing SAM to instance segmentation due to its class-agnostic
design [33, 52]: instance segmentation inherently requires
both mask and class predictions, yet SAM is not designed
to generate class-conditioned masks.

In this work, we integrate SAM into a semi-supervised
instance segmentation framework to address challenges
posed by limited labeled data. We first examine the defi-
ciencies of existing semi-supervised approaches [3] by visu-
alizing pseudo-labels generated by their teacher networks,
thereby establishing a basis for incorporating SAM. As il-
lustrated in Fig. 1, these networks reliably identify classes,
but often fail in precise localization by grouping multiple in-
stances into a single mask, resulting in under-segmentation.
Although it might appear straightforward to use SAM to
separate instances within these pseudo-labels, its class-
agnostic design frequently produces masks that capture
only fine-grained segments of an object rather than the ob-
ject as a whole, resulting in over-segmentation [49]. This
underscores the necessity for carefully balancing under- and
over-segmentation when integrating SAM into the semi-
supervised instance segmentation framework.

In this regard, we argue that it is crucial to identify what
and what not to learn from SAM for tackling the under- and
over-segmentation problem, and propose a novel framework
for distilling SAM to improve the teacher and student net-
works. In specific, we first improve the teacher network
trained on a small amount of label data by a novel knowl-
edge distillation objective, which can effectively acquire the
fine-grained localization capabilities of SAM while avoid-
ing over-segmentation or hindering semantic recognition.
We further enhance our framework by propagating the
strong segmentation capability of SAM through pseudo-
label refinement and an augmentation strategy designed for
instance segmentation.

Our framework for boosting Semi-Supervised Instance
Segmentation with SAM, or S4M, establishes state-of-the-
art performance in all benchmarks, demonstrating the ef-

fectiveness of our approach. We further provide detailed
ablations and analysis on our methodology, as well as qual-
itative comparison with baselines.

Our main contributions can be summarized as follows:
• We incorporate Segment Anything Model (SAM) into

the semi-supervised instance segmentation framework,
and present our explorations for improving the teacher-
student framework with SAM.

• We carefully design our framework to fully leverage SAM
through structural distillation, pseudo-label refinement
and data augmentation while avoiding potential draw-
backs of directly adopting SAM.

• We establish state-of-the-art performance across bench-
marks, and provide thorough ablations and analysis to
validate our approach.

2. Related Work

Semi-supervised instance segmentation. Dominant ap-
proaches to semi-supervised instance segmentation [3, 5,
16, 28, 53] have been based on student-teacher pseudo-
labeling, where teacher model generates pseudo-labels for
unlabeled images, which are then used by student model
for training. In this framework, applying weak and strong
data augmentations for generating and predicting pseudo-
labels, respectively, effectively utilizes unlabeled data, as
proposed in FixMatch [50]. The semi-supervised instance
segmentation task was first introduced by Noisy Bound-
aries [53], which proposed a noise-tolerant mask head to
filter noisy student predictions. Polite teacher [16] em-
ploys EMA teacher while filtering out pseudo-labels by
confidence thresholding. PAIS [28] introduced a dynami-
cally changing loss weight based on the quality of pseudo-
labels, improving the utilization of unlabeled data by re-
taining low-confidence labels. More recently, GuidedDis-
tillation [3] proposed an improved teacher-student distil-
lation with a guided burn-in stage and integrated a vision
transformer–based architecture into a semi-supervised in-
stance segmentation framework, achieving substantial per-
formance gains. Building on [3], Depth-Guided [5] inte-
grates a depth foundation model for depth-aware cues. Yet
both still struggle to produce noise-tolerant masks due to
scarce labels. Here, we present the first semi-supervised in-
stance segmentation framework to incorporate SAM, fully
leveraging its generalization power.

Segment Anything Model. SAM [33, 45] is a foundation
model for zero-shot image segmentation that generalizes
across domains without task-specific fine-tuning. Support-
ing interactive prompts—points, boxes, or masks—it en-
ables flexible, instance-aware segmentation in diverse sce-
narios. Building on this capability, several studies have
explored its use in semi- [37, 56, 61] or weakly [34] su-
pervised semantic segmentation. In this work, we present
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Figure 2. Overall pipeline of the proposed framework, S4M. We propose S4M, a semi-supervised instance segmentation framework
that leverages SAM knowledge via three key components. First, we enhance the teacher network with structural distillation to transfer
SAM’s spatial understanding. The student then learns from unlabeled data using SAM-refined pseudo-labels, further enhanced by aug-
mentation with refined pseudo-labels.

the first approach to integrate SAM into semi-supervised
instance segmentation through a carefully designed frame-
work that addresses its potential limitations.

Knowledge distillation. Knowledge distillation (KD) is
a widely known technique for transferring knowledge
from a teacher to a student model [22]. Although con-
ventional approaches in KD aim to train the student to
mimic the teacher’s output, relational knowledge distillation
(RKD) [41] introduces an effective approach to distill struc-
tural relations among learned representations. In the do-
main of semantic segmentation, several studies [21, 31, 36]
investigated the effectiveness KD and RKD. In this work,
we explore transferring the generalized structural knowl-
edge embedded in the vision foundation model, SAM, into
an instance segmentation model through knowledge distil-
lation within a semi-supervised framework.

3. Preliminaries

Problem formulation. In semi-supervised instance seg-
mentation, we leverage a large set of unlabeled data DU =
{xu} and a small labeled data set DL = {(xl, zl)}, where
each image x → R3→H→W has a spatial resolution of height
H and width W . The ground truth zl = {(ck

l
,m

k

l
)} for

labeled image xl consists of class labels c
k → {1, ...,K}

and binary masks mk → {0, 1}H→W , where k indexes each
instance in xl. The goal is to improve model performance
beyond what DL alone provides.

Our S4M is built on the widely adopted teacher-student

framework with consistency regularization [3, 5] that for-
mulates the training pipeline into two stages [3, 5]. In the
first stage, we pre-train the teacher FT on labeled data DL

with the objective LT = Llb. After obtaining the pre-
trained teacher network, we then train the student FS uti-
lizing both labeled data DL and unlabeled data DU . At
the second stage, the teacher FT processes weakly aug-
mented views weak(xu) to generate pseudo-labels ẑu =
{(ĉk

u
, m̂

k

u
)}, retaining predictions where class confidence

exceeds ωc. The student FS then learns from strongly aug-
mented views strong(xu) by matching its predictions to ẑu.

The total objective is defined as LS = Llb + εulbLulb.
The network is jointly optimized by a cross entropy loss
lcls for classification and a mask loss lmask consisted of
dice loss [38] and binary cross entropy. Consequently,
we define Llb = lcls(c̃kl , c

k

l
) + εmasklmask(m̃k

l
,m

k

l
) and

Lulb = lcls(c̃ku, ĉ
k

u
)+εmasklmask(m̃k

u
, m̂

k

u
), where {(c̃, m̃)}

are model predictions.

Baseline segmentation network. Our framework builds
on Mask2Former [7], a unified architecture for segmen-
tation that we adapt for instance segmentation, following
Guided Distillation [3]. The model comprises three core
components. An image encoder extracts low-resolution fea-
tures from the input image, and a pixel decoder progres-
sively upsamples and refines these features to construct a
multi-scale feature pyramid. A transformer decoder pro-
cesses N learnable query embeddings, where iteratively in-
teracting with with the multi-scale features to generate class
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Figure 3. Illustration of structural distillation with SAM for

training the teacher. We distill the self-similarity matrix ex-
tracted from the decoder feature of SAM to enhance the teacher
for addressing under-segmentation.

embeddings for each of the N segments. The binary masks
for each segment are generated by computing the dot prod-
uct between the segment embeddings and the per-pixel em-
beddings, followed by a sigmoid activation.

SAM. The SAM [45, 52] is architecturally structured
around three core components: an image encoder, a prompt
encoder, and a mask decoder. Image encoder utilizes ViT-
based backbone [15, 48] to extract image features and gen-
erate H ↑↑W

↑ spatial embedding, where H ↑ and W
↑ denote

the height and width of the feature map, respectively. The
prompt encoder captures interactive positional cues from in-
puts such as points, boxes, and masks, transforming them
into prompt embedding that inform the segmentation pro-
cess. The final mask decoder fuses image and prompt em-
bedding using a modified transformer block with bidirec-
tional self-attention and cross-attention. It then upsamples
the image embedding and applies an MLP-based dynamic
classifier to compute the mask’s foreground probability at
each location. Our approach utilizes two outputs from SAM
that contains its rich segmentation knowledge.

4. Method

In this section, we detail our approach for integrating SAM
into the semi-supervised instance segmentation framework.
First, we analyze the limitations of the pseudo-labels pro-
duced by existing teacher networks and introduce a struc-
tural distillation strategy—leveraging SAM as a meta-
teacher, to enhance teacher performance in Sec. 4.1. Next,
we describes our approach to fully integrate SAM into
the student network training via pseudo-label refinement in
Sec. 4.2 and augmentation in Sec. 4.3.

4.1. Improving teacher with structural distillation

Recent works [3, 16] have shown that a robust teacher net-
work is essential for effective semi-supervised learning. We
observe that teacher networks in existing methods tend to
suffer from under-segmentation, which is mainly caused by

the scarcity of labeled data and results in difficulty differen-
tiating multiple instances, as illustrated in Fig. 1. Inspired
by the strong localization capabilities of SAM, we propose a
knowledge distillation strategy in which SAM functions as a
meta-teacher, guiding the teacher network FT toward finer
localization. Since the teacher network is initially trained
on limited labeled data, the rich representations from SAM
are particularly valuable in this label-scarce regime.

A major challenge in this approach is to avoid inheriting
undesirable properties from the meta-teacher, such as over-
segmentation. Although SAM effectively captures fine-
grained regions, its limited semantic understanding stem-
ming from training with geometric prompts rather than se-
mantic labels [52] can lead to over-segmentation and sub-
optimal classification performance [51, 52]. Since instance
segmentation requires both accurate segmentation and ro-
bust classification, we refrain from directly minimizing the
feature distance [47] between SAM and the teacher.

Instead, we design a distillation loss that focuses on im-
itating the structural layout of the image, which can be rep-
resented as a self-similarity matrix [8–10, 23–27] of the fea-
ture map. One important aspect is identifying where to dis-
till from, in order to ensure that the self-similarity we learn
from accurately captures the localized structure of the im-
age, while avoiding over- and under-segmentation. In this
regard, we further propose distilling the feature structures
obtained from the decoder features of SAM, instead of en-
coder features [52]. Consequently, we randomly sample P

points, yielding i → {1, ..., P} and prompt the decoder with
the sampled point to obtain more localized features, as il-
lustrated in Fig. 3.

Following this, we first extract the feature map from both
SAM and the teacher model. The feature map extracted
from the teacher model is interpolated to match the spatial
dimensions of SAM, producing FSAM, FT → RH

→→W
→→d.

Using the sampled prompt locations, we then extract the
spatially corresponding embeddings from both, resulting in
F

↑
SAM, F

↑
T

→ RP→d. Finally, we compute the cosine sim-
ilarity within the features, yielding self-similarity matrices
CSAM, CT → RP→H

→
W

→
.

Formally, this is defined as:

CSAM =
F

↑
SAM · FSAM∥∥F ↑
SAM

∥∥ ∥∥FSAM

∥∥ , CT =
F

↑
T

· FT∥∥F ↑
T

∥∥ ∥∥FT

∥∥ .

(1)
We define structural distillation (SD) loss as:

LSD =
1

H ↑W ↑

∑

i

ϑ(CSAM(i)↓ CT (i)), (2)

where ϑ is the Huber function [30], and i → {1, ..., H ↑
W

↑}
is the index along the first dimension representing the query,
updating the objective for the teacher as LT = Llb + LSD.
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4.2. Refining pseudo-labels with SAM

In addition to improving the teacher network, we propose
to further boost the semi-supervised instance segmentation
framework by refining the pseudo-label with SAM for min-
imizing the remaining error to mitigate error propagation
stemming from noisy labels and to maximize the potential
of the unlabeled data. Given a pseudo-label generated from
the teacher, we can obtain geometric prompts to obtain re-
fined labels from SAM. However, we find that naı̈ve meth-
ods, such as selecting the center point of the mask [33] or
obtaining the bounding box is prone to error and often re-
sults in over-segmentation or degenerate masks. To prevent
this, we introduce a simple trick by stochastically sampling
multiple points as prompts to SAM.

Given a pseudo-label mask m̂
k

u
→ {0, 1}H→W , we

can also access the per-pixel probability of the mask
m̃k

u
→ [0, 1]H→W before applying threshold to obtain bi-

nary masks. We then can obtain a probability distribution
by normalizing the following:

p(a, b) =

{
m̃k

u
, if m̂k

u
(a, b) = 1,

0, if m̂k

u
= 0,

(3)

where a, b represents the spatial locations. Consequently,
we obtain refined pseudo-labels by prompting SAM with
K points sampled from the distribution p̃(a, b) = p(a,b)∑

p(a,b) ,
where we set K = 3 in our method. As shown in Fig. 4, we
can observe that SAM can effectively refine noisy pseudo-
labels as high quality pseudo-labels. We note that although
the refined pseudo-label may not always outperform the
original due to stochasticity, the student network still bene-
fits from improved samples and shows consistent gains.

4.3. Augmenting images with refined pseudo-labels

The motivation for leveraging weak-to-strong consis-
tency [50] in semi-supervised learning is to enforce consis-
tent predictions under challenging conditions using strong
augmentations [12, 14, 58, 59]. This method has signif-
icantly improved tasks like semantic segmentation by uti-
lizing techniques such as [39, 58], which boost robust-
ness and generalizability. However, compared to semi-
supervised semantic segmentation, instance segmentation
has been less explored, often relying solely on photomet-
ric augmentations. Here, we introduce Augmentation with
Refined Pseudo-label (ARP), an augmentation strategy in-
spired by prior work [17], addressing unreliable pseudo-
labels through refinement to more effectively enhance per-
formance. As illustrated in Figure 2, ARP generates
synthetic images on the fly by leveraging pseudo-labels
from a teacher network. Let xA, xB → DU denote a ran-
domly sampled pair of weakly augmented images from a
training batch. Their refined pseudo-masks, {m̂k

A
}NA
k=1 and

Figure 4. Visualization of pseudo-labels before and after re-

finement. We visualize pseudo-labels from the teacher network
before (left) and after (right) refinement. With SAM, we can
refine pseudo-labels with under-segmentation, often containing
noisy parts of nearby instances, into high-quality pseudo-labels.

{m̂k

B
}NB
k=1, are aggregated into binary masks MA and MB ,

where NA and NB denote the number of pseudo-label in-
stances for xA and xB , respectively. These masks are then
used to bidirectionally paste detected instances between xA

and xB , generating synthetic images xAB , xBA as follows:

xAB ↔ MB ↗ xB + (1↓MB)↗ xA,

xBA ↔ MA ↗ xA + (1↓MA)↗ xB .
(4)

Here, ↗ denotes the element-wise product between the bi-
nary mask and the image. The corresponding pseudo-labels
ẑA and ẑB are also augmented accordingly into ẑAB and
ẑBA. Subsequently, the student network FS is trained on
the photometric augmented xAB and xBA. By placing
instances from paired images into each other’s contexts,
the method introduces diverse spatial variations, including
novel scenes and potential occlusions. These transforma-
tions encourage consistent training under challenging con-
ditions, enhancing robustness and generalization.

5. Experiments

5.1. Experimental setup

Datasets and evaluation metric. We conducted our ex-
periments on two datasets. The Cityscapes dataset [11]
contains 1024 x 2048 resolution driving scene images, com-
prising 2975 training images and 500 validation images,
with pixel-level annotations for 8 semantic instance cate-
gories. For the semi-supervised setup, subsets comprising
5%, 10%, and 20% of the training images were sampled
and used in our experiments. The COCO dataset [35] is
a large-scale benchmark containing 118,287 images with
instance segmentation annotations and is widely used in
the field. For our experiments, we train on 1%, 2%, and
5% subsets of the training data and evaluate the perfor-
mance on the 5000-image validation set. Following pre-
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Figure 5. Qualitative comparison on the Cityscapes dataset [11] using 10% labeled data, comparing the baseline semi-supervised
method GuidedDistillation [53] (top), and our approach (bottom). Compared to supervised training and the baseline method, our approach
not only detects and segments instances more accurately but also exhibits higher discriminability between instances of the same class.

Methods
Cityscapes

5% 10% 20% 30%

DataDistillation [43] 13.7 19.2 24.6 27.4
NoisyBoundaries [54] 17.1 22.1 29.0 32.4
PAIS [28] 18.0 22.9 29.2 32.8
Guided Distillation [3] 23.0 30.8 33.1 35.6
Depth-Guided [5] 23.2 30.9 34.1 36.7
S4M (Ours) 30.1 33.3 37.3 37.8

Table 1. Quantitative comparison on Cityscapes. We provide
comparison of Average Precision (AP) on Cityscapes under differ-
ent label ratios with state-of-the-art methods. Results for DataDis-
tillation is obtained from [54].

vious works [3, 5, 19, 54], our results are evaluated using
the mask-AP metric.

Implementation details. We implemented our approach
based on the GuidedDistillation [3] codebase, using
Mask2Former [7] with a ResNet-50 [18] backbone as the in-
stance segmentation model. For the Cityscapes dataset, we
trained the model with a batch size of 16 for 90K iterations
on an RTX 3090 GPU with 24GB of RAM, while for the
COCO dataset, the model was trained with a batch size of
12 for 368K iterations on an RTX A6000 GPU with 48GB
of RAM. The models were optimized using the AdamW
optimizer with a learning rate of 10↓4, a weight decay of
0.05, and a multiplier of 0.1 applied to backbone updates.
The thresholds for pseudo labels were set to 0.7 for class
confidence and 5 for instance size. Additionally, the EMA
weight decay rate ϖ was set to 0.9996, and the unsupervised
loss weight εu was set to 2. For pseudo-label refinement,
we utilized Segment Anything Model2 [45] with the Hiera-
L [48] backbone. In our main experiments, this model was
used without any additional fine-tuning on the datasets. The
code will be made available upon acceptance.

Methods
COCO

1% 2% 5% 10%

DataDistillation [43] 3.8 11.8 20.4 24.2
NoisyBoundaries [54] 7.7 16.3 24.9 29.2
PAIS [28] 21.1 - 29.3 31.0
Guided Distillation [3] 21.5 25.3 29.9 35.0
Depth-Guided [5] 22.3 26.3 31.5 35.1

S4M (Ours) 24.2 28.1 32.1 34.6

Table 2. Quantitative comparison on COCO . We provide com-
parison of Average Precision (AP) on COCO under different label
ratios with state-of-the-art methods. Results for DataDistillation is
obtained from [54].

5.2. Main results

Quantitative results. Table 1 presents the quantitative
comparison results of our method with several existing
works. We report the performance of models trained on
the labeled data splits for the two datasets, Cityscapes and
COCO, using their respective validation sets. The results
demonstrate that our model outperforms previous methods,
achieving state-of-the-art performance. On the Cityscapes

dataset, our method achieves performance improvements of
6.9, 2.4, 3.2 and 1.1 points AP over the previous state-of-
the-art methods for 5%, 10%, 20% and 30% labeled sub-
sets, respectively. Compared to the teacher network, our
method achieves improvements of 12.9, 10.8, 7.7, and 5.8
points AP for the same partitions. These results demonstrate
the effectiveness of our proposed methods in achieving sub-
stantial performance gains even with a limited amount of
labeled data. Notably, the results under the most challeng-
ing setting, 5%, are particularly remarkable. On the COCO

dataset, S4M achieves state-of-the-art performance across
the 1%, 2%, and 5% splits. In particular, it achieves im-
provements of 1.9 and 1.8 points AP over the previous best
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Figure 6. Qualitative comparison on the COCO dataset [35] using 2% labeled data, comparing the baseline semi-supervised method
GuidedDistillation [53] (top), and our approach (bottom).

methods for the 1% and 2% splits. We observe a slight drop
in the 10% split, where we find that the stochasticity in the
pseudo-label refinement could cause the drop given that the
pseudo-labels are already in high-quality from having more
labeled data. While could potentially address by adjusting
K or calibrating p̃ in the refinement, we highlight the sub-
stantial gains in lower label ratio splits, which aligning with
the principle of semi-supervised learning for enhancing the
framework with only small amount of labeled data.

Qualitative results. We provide qualitative examples for
both Cityscapes and COCO in Figure 5 and Figure 6. When
comparing the results of our method to those from com-
parative baseline, GuidedDistillation, we observe that our
model is trained to align more closely with the goals of
instance segmentation. In the case of GuidedDistillation,
both datasets exhibit instances where multiple objects of
the same semantic class are not properly separated, leading
to the inclusion of multiple instances in a single mask pro-
posal. In contrast, our model not only demonstrates higher
performance in accurately distinguishing between instances
but also achieves improved segmentation accuracy. We
contribute our gains particularly to the careful adoption of
SAM, effectively addressing under- and over-segmentation
seen in compared baseline. We provide further qualitative
results in the supplementary materials.

5.3. Ablation studies

We provide ablation studies for validating our approach and
our design choices. All experiments were performed with
the Mask2Former model with ResNet-50 backbone, consis-
tent with the setup used in the main experiments. We report
the results of the best model obtained over 45K training it-
erations from Cityscapes dataset using the 10% partition of
the labeled data if not specificed.

SD
Cityscapes COCO

5% 10% 20% 30% 1% 2% 5% 10%

✁ 14.9 19.0 27.6 29.9 13.5 19.5 25.8 30.1
✂ 17.2 22.5 29.6 32.0 15.1 20.3 26.1 30.3

Table 3. Effects of the structural distillation (SD) loss for pre-

training the teacher. We compare our improved teacher with the
structural distillation loss to the baseline teacher reproduced from
[3], which is trained only with Llb.

Effects of the SD loss for the teacher. Tab 3 presents
the performance of the teacher network enhanced with
the proposed SD loss across varying label ratios on the
Cityscapes and COCO datasets. The baseline refers to a
Mask2Former [7] trained with Llb for different label ratios,
following GuidedDistillation [3]. On Cityscapes with 5%
labeled data, the SD loss yields an improvement of +2.3 AP
over the baseline, with consistent gains of +3.5 AP, +2.0 AP,
and +2.1 AP observed at 10%, 20%, and 30% label ratios,
respectively. Similarly, on COCO, the SD loss achieves a
notable gain of +1.6 AP under the 1% label setting, with
improvements maintained across higher label ratios. These
results indicate that incorporating the SD loss effectively
enhances the pre-training process across all splits with espe-
cially higher gains for lower label ratio splits, demonstrating
its efficacy in label-scarce settings.

Ablation of SD loss in different training stages. Table 4
presents an ablation study on the application of the SD loss,
specifically examining the effect of employing the structural
distillation loss, LSD, at different training stages. When
LSD is applied exclusively during teacher training or solely
during student training, both configurations yield improve-
ments. However, the teacher-only configuration delivers a
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LSD APteacher student

✁ ✁ 30.1
✂ ✁ 32.8

✁ ✂ 30.7
✂ ✂ 29.4

Table 4. Ablation on LSD in

different training stages.

FSAM
distill. APloss

- - 19.0
encoder feature 21.1
encoder structural 21.4
decoder structural 22.4

Table 5. Ablation on FSAM and

distillation loss.

(a) image

(d) 𝑪𝑻, baseline

(b) 𝑭𝑺𝑨𝑴, encoder

(e) 𝑪𝑻, encoder

(c) 𝑭𝑺𝑨𝑴, decoder

(f) 𝑪𝑻, decoder

Figure 7. Visualization of self-similarity matrices C. Given an
image (a), we visualize CSAM with encoder (b) and decoder (c)
features for FSAM. We also visualize CT for baseline teacher(d)
, as well as the corresponding teachers trained with LSD with
CSAM from encoder (e) and decoder (f).

substantially higher overall gain, underscoring the critical
importance of a robust teacher network. Surprisingly, ap-
plying LSD to both the teacher and student stages results in
a performance drop after the burn-in iterations [3], suggest-
ing that the burn-in stage to be problematic.

Ablation on design choices for SD loss. In Table 5, we
present ablations investigating the design choices of our SD
loss by comparing different strategies for applying the struc-
tural distillation loss LSD in the teacher network. When
using feature distillation [47], we minimize the Euclidean
distance between FSAM and FT . Although all configura-
tions yield noticeable improvements compared to the base-
line without it, we observe that employing structural distil-
lation leads to better teacher performance than feature dis-
tillation. Moreover, utilizing decoder-derived features for
FSAM results in an additional gain, verifying our choices.

Figure 7 provides visualizations of CSAM and CT in the
context of the structural distillation loss. As shown in (b-
c), the CSAM obtained from the decoder demonstrates im-
proved localization and maintains high similarity within the

SD PR ARP AP

(I) ✁ ✁ ✁ 28.4
(II) ✂ ✁ ✁ 29.2
(III) ✁ ✁ ✂ 27.8
(IV) ✂ ✂ ✁ 32.3
(V) ✂ ✁ ✂ 31.0
(VI) ✂ ✂ ✂ 32.8

Table 6. Component analysis. We conduct ablation study on our
key components structural distillation (SD), pseudo-label refine-
ment (PR), and augmentation (ARP).

target instance at an appropriate level of granularity. Ad-
ditionally, panels (e-f) illustrate the corresponding teacher
self-similarity matrix CT from a teacher trained with LSD,
which, when compared to the baseline in panel (d) (i.e.,
without LSD), clearly distinguishes the similarity across dif-
ferent instances within the same class.

Component analysis. We conduct ablation experiments
to evaluate the effectiveness of the main components of
our method: structural distillation loss (SD), pseudo-label
refinement (PR) and the proposed augmentation strategy,
ARP. As shown in Table 6, the performance improvement
of the teacher model trained with LSD loss positively con-
tributes to the learning of the student network (II). Further-
more, applying pseudo-label refinement leads to a signifi-
cant performance boost (IV), demonstrating the effective-
ness of incorporating SAM into a semi-supervised instance
segmentation framework. While ARP alone can negatively
affect student training (III)—likely due to noise from unre-
fined pseudo-labels—its combination with a teacher trained
under SD still yields performance gains (V), suggesting
improved pseudo-label generation. Moreover, combining
ARP with pseudo-label refinement achieves the best perfor-
mance (VI), indicating that these two methods work syner-
gistically to enhance learning.

6. Conclusion

In this work, we propose S4M, a novel semi-supervised
instance segmentation framework that integrates the SAM
through structured distillation, pseudo-label refinement,
and data augmentation. By selectively leveraging pre-
cise localization capability of SAM while mitigating its
over-segmentation tendency, our approach significantly
improves the teacher-student framework. Extensive ex-
periments demonstrate state-of-the-art performance across
benchmarks, highlighting the effectiveness of our method
in enhancing semi-supervised instance segmentation.
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Vo, Marc Szafraniec, Vasil Khalidov, Pierre Fernandez,
Daniel Haziza, Francisco Massa, Alaaeldin El-Nouby, et al.
Dinov2: Learning robust visual features without supervision.
arXiv preprint arXiv:2304.07193, 2023. 1

[41] Wonpyo Park, Dongju Kim, Yan Lu, and Minsu Cho.
Relational knowledge distillation. In Proceedings of the
IEEE/CVF conference on computer vision and pattern
recognition, pages 3967–3976, 2019. 3

[42] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry,
Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning
transferable visual models from natural language supervi-
sion. In International conference on machine learning, pages
8748–8763. PmLR, 2021. 1

[43] Ilija Radosavovic, Piotr Dollár, Ross Girshick, Georgia
Gkioxari, and Kaiming He. Data distillation: Towards omni-
supervised learning. In Proceedings of the IEEE conference
on computer vision and pattern recognition, pages 4119–
4128, 2018. 6
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