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Abstract

Academic emotion analysis plays a crucial role in evalu-
ating students’ engagement and cognitive states during the
learning process. This paper addresses the challenge of au-
tomatically recognizing academic emotions through facial
expressions in real-world learning environments. While sig-
nificant progress has been made in facial expression recog-
nition for basic emotions, academic emotion recognition
remains underexplored, largely due to the scarcity of pub-
licly available datasets. To bridge this gap, we introduce
RAER, a novel dataset comprising approximately 2,700
video clips collected from around 140 students in diverse,
natural learning contexts such as classrooms, libraries, lab-
oratories, and dormitories, covering both classroom ses-
sions and individual study. Each clip was annotated inde-
pendently by approximately ten annotators using two dis-
tinct sets of academic emotion labels with varying granular-
ity, enhancing annotation consistency and reliability. To our
knowledge, RAER is the first dataset capturing diverse natu-
ral learning scenarios. Observing that annotators naturally
consider context cues—such as whether a student is looking
at a phone or reading a book—alongside facial expressions,
we propose CLIP-CAER (CLIP-based Context-aware Aca-
demic Emotion Recognition). Our method utilizes learnable
text prompts within the vision-language model CLIP to ef-
fectively integrate facial expression and context cues from
videos. Experimental results demonstrate that CLIP-CAER
substantially outperforms state-of-the-art video-based fa-
cial expression recognition methods, which are primarily
designed for basic emotions, emphasizing the crucial role
of context in accurately recognizing academic emotions.
Project page: https://zgsfer.github.io/CAER

1. Introduction

Academic emotions play a crucial role in the learning pro-
cess, as they are directly linked to factors such as motiva-
tion, controllability, and cognition, all of which greatly af-
fect how effectively a student learns [5, 15]. Thus, accu-
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rately identifying a learner’s emotional state helps in an-
alyzing their engagement levels and understanding their
learning process [16], thereby enabling actions that posi-
tively impact learning, which not only leads to better aca-
demic outcomes but also fosters a more supportive and
adaptive learning environment tailored to individual needs.

While academic emotions are internal psychological re-
sponses of learners, expert teachers excel at recognizing
these emotional states by observing facial expressions and
context cues, allowing them to adjust their teaching strate-
gies accordingly. This makes it natural to develop ap-
proaches capable of automatically recognizing students’
academic emotions or engagement levels from their facial
expressions [4, 34]. Most existing facial expression recog-
nition (FER) methods focus on the automatic recognition
of basic emotions, such as surprise, fear, disgust, happi-
ness, sadness, anger, and neutral [20, 35-38]. Therefore,
many academic emotion recognition studies based on fa-
cial expressions [1, 3, 30] have attempted to first use ex-
isting FER methods to recognize students’ basic emotions
and then map them to academic emotions. However, there
are significant semantic differences between basic emotions
and academic emotions [16, 25], and the correspondence
between them can be ambiguous. For instance, a basic ex-
pression of happiness might indicate that a student is enjoy-
ing the learning experience, or it could mean that the student
is distracted by other non-academic, amusing things.

In this work, we investigate the automatic recognition
of academic emotions from videos of students in real-
world learning settings by leveraging their facial expres-
sions. One major challenge we face is the extreme scarcity
of datasets related to academic emotions in natural learning
contexts. The number of publicly available academic emo-
tion datasets is limited [8, 18], with the most commonly
used ones being DAISEE [10], EngageWild [14], and OL-
SFED [4]. However, as shown in Fig. 1, these datasets
have several limitations: (1) They primarily focus on online
learning settings, where students interact with a screen, but
lack diverse natural learning scenarios, such as classroom
instruction and individual study sessions in real-world envi-
ronments; (2) Affective behaviors are induced by stimulus
videos rather than emerging from everyday natural learning

13859



Figure 1. Examples in the (a) DAISEE [10], (b) EngageWild [14], (¢) OL-SFED [4], and (d) RAER. Unlike existing datasets [4, 10, 14] that
include emotions induced by watching stimulus videos, RAER captures natural emotions in real learning environments such as classrooms,
libraries, labs, and dormitories. Moreover, RAER provides richer context information of the learning environment, which is essential for
accurately identifying learners’ emotions. As shown in (e), if we only consider the cropped face or upper body video (middle), it may
appear that both students are engaged in studying. However, when the full context is included (left or right)—such as the female student
using her phone or the male student fiddling with his fingers—it becomes clear that they are actually distracted during the learning process.

processes; (3) The videos capture only the learner’s face
or upper body, omitting essential learning contexts, which
is crucial for a comprehensive representation of emotional
responses. These limitations make it challenging for meth-
ods developed using these datasets to be effectively applied
across diverse real-world learning environments.

To address these limitations, we introduce RAER, a
novel dataset for Real-world Academic Emotion Recogni-
tion. The RAER dataset comprises approximately 2,700
video clips from around 140 students, capturing diverse nat-
ural learning environments such as classrooms, libraries,
laboratories, and dormitories. It includes both classroom
sessions and individual study scenarios in real-world set-
tings, as illustrated in Fig. 1d. To enhance the consis-
tency and reliability of annotations, we employ two sets
of academic emotion labels with varying levels of granu-
larity: a coarse-grained set (engaged or distracted) and a
fine-grained set (enjoyment, neutrality, confusion, fatigue,
or distraction). Specifically, our trained annotators label the
learning videos using categories from a given label set, with
each video independently annotated multiple times, yield-
ing an average of approximately five annotations per label
set in our experiment. Using a majority voting strategy and
cross-validating annotation consistency between the coarse-
and fine-grained label sets, each video is reliably assigned
a category from the fine-grained set. To the best of our
knowledge, RAER is the first real-world academic emotion
dataset covering diverse natural learning contexts.

Compared to existing academic emotion datasets [4, 10,
14], the RAER dataset contains videos with richer con-
text information about the learning environment. Recog-
nizing learners’ emotions accurately often requires consid-
ering both facial expressions and context cues (see Fig. le),
a practice commonly employed by expert teachers and
our annotators. Building on this insight, we propose a
novel framework called CLIP-based Context-aware Aca-
demic Emotion Recognition (CLIP-CAER). Our key idea
is to leverage learnable text prompts to effectively integrate

relevant facial expressions and context information from
videos using the vision-language model CLIP [27]. This
approach reduces the need for extensive training data while
enhancing the accuracy of academic emotion recognition.

Extensive experiments validate the effectiveness of the
RAER dataset and the proposed CLIP-CAER framework.
Notably, results indicate that incorporating context informa-
tion significantly improves the model’s ability to distinguish
between distracted and engaged states during learning activ-
ities, achieving, for instance, a 19% accuracy increase for
the “distraction” category in the fine-grained labels.

1.1. Our Contributions

¢ We introduce the first academic emotion dataset RAER,
covering a wide range of natural learning contexts.

* We propose CLIP-CAER, a novel academic emotion
recognition framework that effectively integrates facial
expressions with context cues in the video sequences.

* We demonstrate that in natural learning contexts, our
method significantly outperforms state-of-the-art video-
based FER approaches, highlighting the essential role of
context in accurately recognizing academic emotions.

2. Academic Emotion Database: RAER
2.1. Collecting Learning Videos in Real World

Unlike existing academic emotion datasets that induce aca-
demic emotions by having participants watch given stim-
ulus videos [4, 10, 14] or play cognitive skills training
games [34], we collect data on students’ emotions in real-
world learning settings. To achieve this goal, we contacted
seven undergraduate classes at universities and additionally
recruited 80 individuals, including both undergraduate and
graduate students. The students are all adults, aged between
18 and 25. With the consent of the teachers and students
from these classes, as well as the recruited individuals, that
the recorded study videos would be made publicly avail-
able solely for research purposes, we used industrial cam-
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Figure 2. Procedure for building the RAER dataset: (a) extract student clips from the original videos, (b) divide each student’s clip into
multiple segments, removing redundant parts so that each remaining segmented clip corresponds to an emotion. Finally, the emotion
categories are annotated, with examples of the five-class academic emotions shown in (c), corresponding from top to bottom to the learning

environments of the classroom, library, laboratory, and dormitory.

eras to record 9 full classroom teaching sessions (covering
subjects such as Mathematics, English, and Computer pro-
gramming) and 177 individual study videos filmed in lo-
cations such as libraries, labs, or dormitories. During the
recording of individual study sessions, the students were not
subject to any special restrictions and could behave as they
normally would during self-study. For example, they were
free to choose their study materials and could leave or return
at their discretion. These videos range from approximately
30 to 150 minutes in length, featuring around 332 students.

We processed the collected videos as follows. First,
for each original video, we used commercial video edit-
ing software to extract clips of each student’s study session.
These clips included the student’s head, visible parts of their
body, and the surrounding learning environment, as shown
in Fig. 2a. During this process, we excluded students whose
heads were heavily obstructed, those with unclear images
due to distance, and individuals who inadvertently appeared
in the videos without their knowledge. Next, we removed
redundant segments from each student’s study clip that were
unrelated to learning, such as when the student left their
seat. Two expert teachers then reviewed each study clip and
divided it into multiple segments based on noticeable emo-
tional changes, with each segmented clip representing an
academic emotion, as shown in Fig. 2b. For each clip, we
retained only the middle 5-15 seconds, trimming any redun-
dant content from the beginning and end.

2.2. Coarse and Fine-grained Annotation

To annotate the video clips with emotion categories, we first
need to determine the labels that will represent learners’
academic emotions. Unlike basic human emotions, aca-
demic emotions are more complex, and there is currently

no standardized set of labels. For instance, [14, 34] use
four engagement levels to label learning videos, [4, 10, 33]
categorize academic emotions into 4, 5, or up to 10 types,
while [12] applies 12 action units to capture emotional nu-
ances. In our dataset, we used academic emotion categories
to annotate the learning videos. Building on the observation
that skilled, attentive tutors and expert teachers typically re-
spond to students by focusing on just a few common emo-
tional cues [16], we defined two sets of academic emotion
labels with varying levels of granularity: a coarse-grained
set, including engaged and distracted, and a fine-grained set,
consisting of enjoyment, neutrality, confusion, fatigue, and
distraction. The coarse-grained labels offer a broad assess-
ment of a student’s state during learning activities, specif-
ically whether they are engaged or distracted. The fine-
grained labels further refine the “engaged” category by in-
troducing specific emotional variations, such as enjoyment,
neutrality, confusion, and fatigue. It’s worth noting that we
treat the “distracted” category as a more homogeneous con-
dition from the standpoint of learning efficiency and, for the
sake of simplicity, do not break it down further.

We recruited 29 annotators (students and staff from uni-
versities) to assign emotion labels to video clips. For both
the coarse-grained and fine-grained label sets, each clip was
assigned to the most apparent category from either the two-
class or five-class set. We developed a website for RAER
annotation that displays each video with category options
from a given label set. Clips were randomly and equally dis-
tributed among annotators. Each video was independently
labeled by approximately 10 annotators, with 5 assigned to
the coarse-grained set and 5 to the fine-grained set. The
classification for each video in both sets was determined
using a majority voting strategy. Based on the relation-
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Table 1. Comparison of the RAER with existing academic emotion recognition datasets. RAER provides a broader range of natural
learning scenarios and includes more comprehensive learning contexts that are essential for accurately identifying learners’ emotions.

Dataset #Videos #Subjects Setting Annotation Type Context
DAISEE [10] 9,068 112 Online 4 Categories } 4
EngageWild [14] 195 78 Online 4 Engagement levels x
OL-SFED [4] 1,274 82 Online 5 Categories X
HBCU [34] 120 34 Controlled lab 4 Engagement levels X
BNU-LSVED2.0 [33] 2,117 81 Real classrooms 10 Categories v
RFAU [12] 3,325 1,796 Real classrooms 12 AUs 4
Real classrooms,
RAER 2,649 136 libraries, labs, 5 Categories v

and dormitories

ship between the coarse- and fine-grained labels—where
enjoyment, neutrality, confusion, and fatigue correspond
to the “engaged”, and distraction is equivalent to the “dis-
tracted”—we evaluate the consistency of each clip’s classi-
fication across both label sets. The result shows that 93.5%
of the videos had consistent labels, which supports the over-
all reliability of the annotations. Only videos with consis-
tent labels were retained in the dataset. Finally, we obtained
2,649 real-world academic emotion videos, featuring 136
students (91 male and 45 female). The Fleiss’ « coeffi-
cient [9] for all fine-grained labels assigned by annotators to
these videos is 0.832, indicating a high level of consistency
and reliability in the annotations. Since the coarse-grained
labels for these clips can be inferred from their fine-grained
labels, each video was ultimately assigned a single category
from the fine-grained set. Fig. 2c presents specific examples
of 5-class academic emotions.

2.3. Analysis

Similar to “in the wild” expression datasets that focus on
basic emotions [21], the academic emotions captured in
RAER’s natural learning scenarios also exhibit an imbal-
anced distribution, with neutrality accounting for 65.23%,
followed by distraction at 19.89%, fatigue at 7.40%, enjoy-
ment at 6.08%, and confusion at 1.40%. This imbalance
highlights the differences in the distribution of academic
emotions between those observed in natural learning envi-
ronments and those induced by stimulus videos, where the
distribution of various academic emotions tends to be more
uniform, as seen in existing datasets [4, 10, 14, 34]. This
imbalance also aligns with our intuition to some extent, as
neutrality often represents a stable emotional state during
learning, while emotions such as enjoyment and confusion
tend to occur less frequently, especially in structured learn-
ing environments like classrooms.

Furthermore, we compare RAER with other academic
emotion datasets, such as DAIiSEE [10], EngageWild [14],
OL-SFED [4], HBCU [34], BNU-LSVED2.0 [33], and
RFAU [12], as shown in Table 1. DAISEE [10], En-
gageWild [14], and OL-SFED [4] are relatively common

publicly available datasets. However, these datasets pri-
marily focus on online learning environments, where aca-
demic emotions are induced by watching stimulus videos.
Additionally, they consist solely of face-cropped or upper-
body-cropped videos, lacking the surrounding learning con-
text. Furthermore, compared to BNU-LSVED2.0 [33] and
RFAU [12], which also collect videos from real classrooms,
RAER includes a broader spectrum of natural learning en-
vironments, including classrooms, libraries, laboratories,
and dormitories, while covering both classroom sessions
and individual study. Moreover, different from RFAU [12],
which only includes facial information, RAER provides
more comprehensive context information of the learning en-
vironment. Additionally, while RFAU [12] uses 12 action
units (AUs) and 6-level intensities for each action unit in its
annotations, it remains unclear how these AUs are mapped
to specific academic emotion categories.

3. Context-Aware Academic Emotion Analysis

Numerous deep learning-based methods have been devel-
oped for video-based emotion recognition [2, 7, 13, 17, 22,
24,29, 32, 39, 40]. However, these methods primarily fo-
cus on recognizing basic emotions, making their adapta-
tion to the RAER dataset for academic emotion recogni-
tion challenging for the following reasons: i) Most existing
methods consider only facial expressions, neglecting con-
text information that is crucial for accurately recognizing
learners’ emotions; ii) Compared to video datasets of basic
emotions collected from the internet, such as DFEW [13]
or MAFW [23], the RAER dataset is significantly smaller,
making it less suitable for deep neural models like Trans-
formers, which require large-scale training data. To over-
come these limitations, we propose CLIP-CAER, a novel
context-aware academic emotion recognition framework
that harnesses the power of the vision-language pretraining
model CLIP [27]. Our approach leverages learnable text
prompts within CLIP to extract and integrate relevant facial
expressions and context information from videos, reducing
the need for extensive training data while improving the ac-
curacy of academic emotion recognition.
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Figure 3. The framework of the proposed CLIP-CAER. Given a video sequence, we first crop the face region from each frame, forming a
sequence of face images. Both the face and full-frame sequences are fed into the Visual Block, which outputs a visual feature token (f)
that captures both facial expression and context information from the video. In the Text Block, a description along with a learnable text
prompt is used to generate a text feature token for each academic emotion category ({f}c}szl). The input video is classified by computing
the cosine similarity between the visual feature token and the text feature tokens corresponding to each academic emotion category.

3.1. Overview

As shown in Fig. 3, our framework, similar to the vision-
language model CLIP [27], primarily consists of two com-
ponents: a text block and a visual block. In the text block,
for each academic emotion category, a fixed text is pre-
generated to describe the associated facial expressions and
learning contexts, complemented by a learnable text prompt
to capture additional relevant details during training. Sub-
sequently, by inputting the fixed text and the learnable text
prompt together into the CLIP text encoder, we obtain a
text feature token for each emotion category. Given an in-
put video, the visual block uses the CLIP image encoder
to separately extract facial expression features and context
features from each video frame. These visual features are
then processed through a temporal encoder module to cap-
ture their sequential relationships, resulting in a visual fea-
ture token that effectively represents both the facial expres-
sion and context information within the video. Given the
aligned visual and text feature spaces in the pre-trained
CLIP model, we classify the input video by calculating the
similarity between its visual feature token and the text fea-
ture tokens for each academic emotion category.

A key distinction between previous methods that uti-
lize the pre-trained CLIP model for recognizing basic emo-

tions from facial expressions (e.g., DFER-CLIP [40] and
CLIPER [19]) and our approach is that we integrate context
cues from learning activities. This significantly enhances
the model’s ability to accurately identify academic emo-
tions. To achieve this, we design a novel context-aware
temporal encoder within the visual block and incorporate
context prompt into the text block, as detailed below.

3.2. Context-Aware Visual-Text Encoding

Given a frame sequence S = (Z1,Zs,...,Zy) containing
N sample frames from an academic emotion video, the goal
of the visual block is to generate a visual feature token that
effectively represents both the facial expression and context
information within the video, denoted as

' = VIS-B(S), (1

where VIS-B(-) denotes the visual block, and f" is the visual
feature token. In our implementation, f € R512, matching
the class token output of the CLIP image encoder we used.

Context-Aware Temporal Visual Encoder. In
VIS-B(-), we first use a shared CLIP image encoder to
extract visual features of both facial expressions and con-
text information from each frame Z;, i« € {1,2,--- ,N}.
A straightforward approach would be to directly feed each
image frame into the CLIP image encoder. However, this
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method has two limitations: (1) Because the face region oc-
cupies a relatively small portion of the frame compared to
the surrounding learning environment, the model tends to
focus more on the context, potentially overlooking facial
expressions; (2) The facial expression and context informa-
tion for each frame are represented within the same feature
vector, making it impossible to separately model their tem-
poral dynamics. To address these issues, we detect and crop
the face region from each frame Z; to obtain a face image
F;. Then, we separately input Z; and F; into the CLIP im-
age encoder to extract context features from Z; and facial
expression features from F;, denoted as

f? = CLIP-IE(F)) ,
hY = CLIP-IE(Z;) @)

where CLIP-IE(-) denotes the CLIP image encoder, and f7
and h} represent the feature vectors of facial expression and
context information within each frame Z;, respectively.

To effectively combine the facial expression and context
features extracted from all frames in the sequence S, we
employ the Transformer’s self-attention mechanism, which
has proven effective in capturing long-range dependencies
within sequences [31]. Specifically, we apply the self-
attention module separately to the facial expression feature
sequence S = (fY, f¥, f¥,..., f%) and the context feature
sequence S = (h”, hY, h3, ..., h%), to capture the tempo-
ral dynamics of the facial expression and context informa-
tion across video frames, respectively. Note that f¥ in S
and kY in S are special learnable vectors for the class token.
After being updated, these class tokens encode the tempo-
ral information of the facial expression and context features
learned by the self-attention module, respectively, i.e.,

U =S-ATT(S) 3
{ hY = S-ATT(S) )
where S-ATT(+) denotes the self-attention module [31], and
fv and hY represent the updated class tokens for f* and
h?, respectively. In our implementation, the S-ATT module
adheres to the conventional Transformer encoder architec-
ture [31]. Finally, f¥ and h" are concatenated and fed into
a fully connected layer, producing the visual feature token
¥, which represents both the facial expression and context
information within the academic emotion video:

fully connected

frehn’ £, )

network
where @ denotes the concatenation operation.
Context-Aware Text Encoder. Following the approach
in [40], we use text descriptions instead of class names to
represent each emotion category. For each academic emo-
tion, we describe not only the associated facial expressions
but also the relevant context learning behaviors. In our im-

plementation, rather than manually designing these descrip-
tions, we employ a large language model, such as Chat-
GPT [26], to generate them automatically. Further details
are provided in the supplementary material. Additionally, a
learnable text prompt [41] is included to capture additional
relevant details for each category during training. The struc-
ture of the prompt embeddings for each category is

Pr. = [plL[p]2 - - - [p] M [Tokenizer(Ty)], )

where Py, and T denote the prompt embeddings and the
fixed text description for the k-th category, respectively,
where k € {1,2,..., K}, K is the number of academic emo-
tion classes, and M is the number of tokens for the learn-
able text prompt, set to M = 8 in our implementation. Each
learnable token [p]], € R%'2, with j € {1,2,...M}, matches
the word embeddings input to the CLIP text encoder. Fi-
nally, each P, is fed into the CLIP text encoder, producing
the text feature token for the corresponding category:

f: = CLIP-TE(P}), (6)

where CLIP-TE(-) is the CLIP text encoder, and f}, is the

text feature token for the k-th academic emotion category.
Classification Loss. The probability of the input video

belonging to each academic emotion category is computed:

£C0S (£1.£%)

Py(y = k|S) = (7)

where Py(y = k|S) represents the probability that the in-
put video S belongs to the k-th category, cos(-,-) denotes
cosine similarity, and 6 represents the parameters of our
model, which primarily consist of a shared CLIP model and
a temporal encoder module. We adopt the cross-entropy
loss as the classification loss function. During training, we
keep the CLIP text encoder fixed, fine-tune its image en-
coder, and optimize the temporal encoder module in the vi-
sual block, with the entire model trained end-to-end.

4. Experiments

4.1. Experimental Settings

We have conducted evaluations on RAER for the automatic
recognition of academic emotions in real-world learning
scenarios. To objectively evaluate the models, we split the
RAER dataset into training (80%) and testing (20%) sets,
striving to exclude overlapping individuals while maintain-
ing a nearly identical distribution of academic emotions
across both sets. Given the class imbalance in our dataset,
we use unweighted average recall (UAR), defined as the av-
erage per-class accuracy, as the evaluation metric, instead
of the accuracy metric, which is sensitive to bias and inef-
fective for imbalanced data. We implemented CLIP-CAER
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Table 2. Comparison with SOTA methods on the academic emo-
tion benchmark RAER. ‘TF’ denotes Transformer.

Temporal Model

Method 3DCNN LSTM TF Context | UAR(%)
3DResNets18 [11] v b 4 43.98
13D [6] v b 4 44.63
CAER-Net [17] v v 45.92
M3DFEL [32] v v v b 4 50.82
Former-DFER [39] v b 4 51.26
CLIPER [19] v X 53.18
DFER-CLIP [40] v x 61.19
CLIP-CAER (Ours) v v 68.00

using PyTorch, utilizing the CLIP model [27] with a ViT-
B/32 architecture and its pre-trained weights. For more de-
tails, please refer to the supplementary material.

4.2. Comparison with State-of-the-art Methods

We first compare the performance of our proposed CLIP-
CAER against current state-of-the-art video-based ap-
proaches on RAER for academic emotion recognition in
natural learning contexts. Additionally, we further demon-
strate the effectiveness of our method on the basic emotion
dataset CAER [17], which contains context information.
Results on our RAER Dataset. To ensure a fair com-
parison, we re-implemented several state-of-the-art meth-
ods using their publicly available code. For methods like
CLIPER [19], DFER-CLIP [40], and our proposed CLIP-
CAER, which are built upon the CLIP pretraining model,
no additional pretraining was required. In contrast, other
methods were first pre-trained on the basic emotion dataset
DFEW [13] before undergoing fine-tuning on the RAER
dataset. Table 2 presents the quantitative results of vari-
ous methods on the RAER test set. The results indicate that
methods using Transformers to capture temporal dynamics
across frames outperform those relying on 3D CNNs for
extracting video temporal information. Additionally, due
to the typically smaller size of academic emotion datasets,
leveraging the vision-language pre-training model CLIP has
proven effective in boosting performance, as seen in the
results of CLIPER [19], DFER-CLIP [40], and our CLIP-
CAER. Furthermore, by integrating context information
from the learning environment, our CLIP-CAER achieves
the highest classification performance, outperforming the
runner-up by as much as 6.81%. As shown in Fig. 4,
CLIP-CAER consistently outperforms across nearly all cat-
egories. Notably, it achieves a significant performance
boost of nearly 20% in the “distraction” category, under-
scoring the critical role of context information in distin-
guishing between distraction and engagement. Note that al-
though CAER-Net [17] also considers context information,
it struggles to capture relevant learning contexts due to the
relatively small size of RAER, as demonstrated in Fig. 5.
Results on the CAER Dataset. We further evalu-
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Figure 5. Visualization of context attention using Grad-CAM [28].
For each example: left, input image; middle, our model; right,
CAER-Net [17] with face area masked as input.

ate our method on the basic emotion dataset CAER [17].
Due to space limitations, the results are presented in the
supplementary material. These results show that the pro-
posed CLIP-CAER, by incorporating context information,
achieves an 81.77% accuracy, significantly surpassing fa-
cial expression-based methods and outperforming the state-
of-the-art context-aware CAER-Net [17] by 4.73 points.

4.3. Ablation Study

To assess the contribution of each component of CLIP-
CAER, and evaluate the impact of different prompt strate-
gies on performance, we conduct extensive ablation experi-
ments on the real-world academic emotion dataset RAER.
The Design of CLIP-CAER. Fig. 6 evaluates the im-
pact of different visual block designs: (a) using facial image
sequences to model only facial expression features; (b) us-
ing full-frame video sequences to jointly capture facial ex-
pression features and context information; (c) combining fa-
cial image sequences and full-frame sequences to separately
model facial expression features and context information.
The results indicate that using only facial expressions yields
an accuracy of 61.19%, whereas using full-frame video se-
quences to jointly capture facial expressions and context in-
formation not only fails to enhance accuracy but reduces
it by 3.16%. By combining facial image sequences with
full-frame sequences, we effectively integrate facial expres-
sions and context cues, resulting in a 6.81% improvement
in performance. The confusion matrix in Fig. 6 reveals that
for the “distraction” category, both model (b) and model
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Figure 6. Ablation of different input designs in CLIP-CAER.
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(c), which incorporate context information, achieve an ac-
curacy of 70.48%, while model (a), which considers only
facial expressions and ignores context information, reaches
just 51.43%. This aligns with our observations and feed-
back from annotators, who often rely on context informa-
tion to determine whether a learner is distracted or engaged
in studying. However, with model (b), accuracy drops sig-
nificantly for emotions like “enjoyment” and “confusion,”
which are typically identified based on facial expressions.
This supports our observation that the face region, being
relatively small compared to the surrounding context, may
be overlooked by this model.

Impact of Different Prompt Strategies. The proposed
CLIP-CAER differs from conventional classification mod-
els in that it utilizes prompts to create classifier-free pre-
dictions, making prompt engineering a crucial component
of the approach. We compare different prompt strategies in
Table 3. We see that the strategy incorporating the learnable
prompt consistently outperforms its counterpart without it.
Moreover, our method surpasses the approach of using class
names as prompts with a learnable prompt, highlighting the
effectiveness of using descriptive prompts. We believe this
is primarily because, compared to class names, descriptive
prompts offer a more detailed and accurate representation of
behaviors, including specific expressions and actions asso-
ciated with academic emotions, such as yawning in fatigue,
fiddling with fingers, or using a phone in distraction.

Cross-Cultural Generalization via Indirect Valida-
tion. Our RAER dataset primarily includes Asian stu-
dents. Unlike basic emotions, authentic academic emo-
tions occurring in natural educational settings are difficult
to obtain directly from online sources. Moreover, gather-
ing real-world educational videos featuring students from
diverse cultural backgrounds poses significant challenges,
especially in a non-immigrant context. This raises a critical
question: Can a model trained on RAER effectively gen-
eralize across different cultural contexts? To address this
question, we conducted an indirect validation experiment
using a newly collected dataset named JuniorRAER. Com-
pared to RAER (~2700 videos), JuniorRAER is smaller (<
470 videos). Furthermore, unlike RAER, which focuses on

Table 3. Evaluation of different prompts used in CLIP-CAER.

Prompts UAR(%)
an emotion of [Class] during studying 62.14
[Learnable Prompt][Class] during studying 64.26

[Descriptors] 65.43
[Learnable Prompt] [Descriptors] 68.00

Table 4. Evaluation of CLIP-CAER on JuniorRAER test set: a)
trained on RAER; b) trained on JuniorRAER; c) fine-tuned on a).

Models\ Neut. Enjo. Conf. Fati. Dist. UAR (%)
a) 58.16 10.00 0.00 75.00 64.00 41.43

b) 100.00 0.00 0.00 0.00 0.00 20.00
c) 95.04 80.00 0.00 66.67 64.30 61.20

adult university students, JuniorRAER captures academic
emotions from primary school students around 10 years old
during classroom activities. Details about JuniorRAER are
provided in the supplementary material. This experiment
explores the model’s generalization capability beyond its
original training domain, given notable differences in fa-
cial appearances, study habits, and cognitive developmental
stages between primary school and university students. Ad-
ditionally, variations in educational environments and cog-
nitive engagement levels further enhance insights into the
model’s potential for cross-cultural applicability.

As presented in Table 4, the model trained on RAER
demonstrates robust generalization to the JuniorRAER test
set. Directly training on JuniorRAER alone leads to over-
fitting to the dominant neutrality class due to the dataset’s
limited size. Conversely, fine-tuning a model pre-trained
on RAER substantially enhances performance, indicating
that the RAER-trained model possesses strong generaliza-
tion capabilities. We attribute the model’s generalization
ability to two key factors. First, the pre-trained CLIP model
utilized in our approach was initially trained on a large-scale
dataset, capturing a broad spectrum of facial features across
various age groups and ethnicities. Second, fundamental
academic emotions (engagement, enjoyment, confusion, fa-
tigue, and distraction) are universally experienced across
diverse educational contexts. Although specific teaching
methods and cultural nuances may differ, the core emotional
context associated with learning remains broadly consistent.

5. Conclusion

In this paper, we introduce RAER, a dataset for academic
emotion recognition in real-world learning scenarios. Ad-
ditionally, we propose CLIP-CAER, which uses CLIP with
learnable text prompts to combine facial expressions and
context cues. Our method significantly outperforms state-
of-the-art methods, emphasizing the crucial role of context
in accurately recognizing academic emotions. Our work
provides a foundational dataset and approach for advancing
research in academic emotion analysis.
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