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1. Additional Ablation Studies

Impact of cleaning ratio. As the Vid-Group dataset is col-
lected in a scalable way with minimal human intervention,
it inevitably includes errors such as idle videos and mis-
matched video-query pairs. To address this, the ReCor-
rect algorithm incorporates a label-cleaning module in the
semantics-guided refinement phase, where the cleaning ra-
tio determines the percentage of data samples filtered out.
Fig. 1 illustrates the impact of the cleaning ratio on zero-
shot performance. Performance enhances as the cleaning
ratio increases from 0% to 30%, as samples with pseudo-
label errors are removed. However, performance declines
when the cleaning ratio exceeds 50%. The curve also in-
dicates that a cleaning ratio between 20% and 40% yields
satisfactory results.

The influence of λ. The hyperparameter λ defines the
weight of the loss term that balances the two components
of the pretraining loss. Fig. 2 illustrates the effect of vary-
ing λ on performance metrics for temporal video grounding.
As λ increases, the overall metrics improve because higher
weights are assigned to pseudo temporal boundaries derived
from the memory consensus correction. Satisfactory per-
formance is achieved when λ is between 0.7 and 0.9, as
these values balance the loss terms and encourage the ex-
ploration of diverse pseudo-label sources, yielding slightly
better metrics than λ = 1.0.

The impact of α1 and α2. The hyperparameters α1 and
α2 determine the magnitude of shrinking and expanding
temporal boundaries in semantics-guided refinement. Fig. 3
summarizes the impact of α1 and α2 on zero-shot inference
performance, represented by Avg R@m, the average value
of R@m for m = {0.3, 0.5, 0.7}. The left plot in Fig. 3 il-
lustrates that the performance peaks when α1 around 0.24.
The right plot reveals that as α2 increases, the performance
first improves gradually before declining. A range of 0.88
to 0.92 for α2 achieves consistently strong results.
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Figure 1. Ablation studies on the cleaning ratio.
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Figure 2. The influence of λ.

2. Vid-Group Dataset

Texual Prompts to Generate Pseudo Labels. When gen-
erating pseudo labels for Vid-Group dataset, each video is
first uniformly sampled into nv2f frames, which are then
concatenated into a single image. The prompts illustrated
in Fig. 4 are utilized for GPT-4o to generate pseudo labels
for the video, with nv2f set to 8. Regular expressions are
then applied to extract the pseudo labels from GPT-4o’s out-
put, structuring them into sentence-boundary pairs. Finally,
the extracted temporal boundaries, initially represented as
frame indices, are converted into start and end timestamps
based on each video’s duration.
Additional Training Data Samples Visualization. Fig. 5
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Figure 3. The impact of the hyperparameters α1 and α2.

Given a video evenly sampled into [n_v2f] image frames:

1. Analyze the events and human actions within these frames and partition them into segments based on the actions 

observed. Merge the frames with similar actions into the same segment. Provide a detailed description of the human 

actions and any related objects.

2. Discard any segments that do not contain explicit actions or where the action is uncertain.

Please output the results in json format. The json structure should be (start, end, description), where 'start' is the start 

frame, 'end' is the end frame of the segment.

Figure 4. The prompt that guides GPT-4o to generate pseudo labels. We then use regular expressions to extract the pseudo labels from
GPT-4o’s output, and finally convert the temporal boundaries from frame indices to timepoint format.

Table 1. Performance comparison of state-of-the-art methods in fully-supervised settings.

Method Charades STA ActivityNet Captions

R@0.3 R@0.5 R@0.7 mIoU R@0.3 R@0.5 R@0.7 mIoU

UnLoc [4] ICCV23 − 60.80 38.40 − − 48.00 30.20 −
MESM [3] AAAI24 − 61.24 38.04 − − − − −
BAM-DETR [2] ECCV24 72.93 59.95 39.38 52.33 − − − −
SimBase [1] arxiv24 77.77 66.48 44.01 56.15 63.98 49.35 30.48 47.07
SimBase + GPT-4o Pretraining 78.79 (+1.02) 68.20 (+1.72) 44.09 (+0.08) 56.96 (+0.81) 64.72 (+0.74) 49.18 (-0.17) 30.67 (+0.19) 47.42 (+0.35)
SimBase + ReCorrect (Ours) 78.55 (+0.78) 68.39 (+1.91) 45.78 (+1.77) 57.42 (+1.27) 65.12 (+1.14) 49.45 (+0.10) 30.73 (+0.25) 47.59 (+0.52)

presents data samples from Vid-Group, consisting of
untrimmed videos paired with pseudo annotations for sen-
tence queries and temporal boundaries. Vid-Group con-
tains a rich variety of visual and semantic content, which
includes: 1) both individual and group activities, 2) a range
of visual styles, such as thermal imaging and anatomical
representations, 3) a variety of activity types, including un-
derwater exploration and animal behaviors, and 4) a broad
temporal distribution.
Dataset Availability and Copyright. The full Vid-Group
dataset is released at https://github.com/baopj/Vid-Group,
under the CC BY 4.0 license. In order to comply with le-
gal requirements, we provide YouTube links to the videos
instead of distributing the video files. Users are advised to
download the videos independently and to strictly adhere
to YouTube’s Terms of Service and all applicable copyright
policies when accessing or using the video content, as well
as adhering to the license terms governing the annotations.
Dataset Statistics. Fig. 6a illustrates the duration distribu-
tion of the videos in Vid-Group. The average duration of

the videos is 72.44 seconds. The duration slot of 55 to 60
seconds has the maximum videos, and the slot between the
65 to 240 seconds has balanced distribution of video num-
bers. Fig. 6b and 6c summarize the distribution of start and
end timepoints for temporal boundaries in the Vid-Group
Dataset, where the start and end times are normalized rela-
tive to the duration of their respective untrimmed videos. It
exhibits a generally balanced distribution for both start and
end timepoints, with slightly more annotations between 0 to
0.1 and fewer between 0.8 to 1.0 for the start time.

3. Additional Performance Comparisons

Fully-supervised learning. Table 1 shows that adding both
GPT-4o Pretraining and ReCorrect to SimBase [1] in a
fully-supervised setting enhance performance. Both meth-
ods show an R@0.5 improvement of over 1.5 points on
Charades and around 1 point on ActivityNet for R@0.3
compared to SimBase. Compared to GPT-4o Pretraining,
ReCorrect further boosts performance by approximately 2

https://github.com/baopj/Vid-Group
https://creativecommons.org/licenses/by/4.0/


Query: Group of people preparing near 

vehicles, wearing helmets and safety gear.

Query: A child is standing near a row of 

stacked wooden blocks.

1) Both Individual / Group Activities

Query: Person adjusting gear or 

handlebar on the bicycle.

2) Diverse Visual Styles

Query: Group of people walking 

underwater in a pool.

3) Rich Activity Types

Query: Kangaroo hopping, with 

movement observed in the grassy field.

Query: An anatomical representation of a human running. 

Various aspects of the body's reaction are illustrated

Query: Person raising a finger while another 

person in the background makes hand gestures.

Query: Person reaching the top of the 

climbing wall and stabilizing their position.

Query: Person adjusts a digital 

clock on a desk.

4) Extensive Temporal Distribution

Figure 5. Data samples from Vid-Group, including 1) both individual and group activities, 2) diverse visual styles including thermal
imaging and anatomical representations, 3) a wide range of activity types such as underwater and animal behaviors, and 4) an extensive
temporal distribution.
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Figure 6. a) The distribution of video durations in the Vid-Group dataset. b) Temporal distribution of start timepoint for temporal bound-
aries, normalized by the duration of the corresponding untrimmed videos. c) The distribution of end timepoint.



After the crowd is shown, the game of soccer continues and as 

the team makes a goal, the whole left wall of fans go crazy and 

begin jumping up and down in an uproar.

3) Compositional Events

The woman is lying on the pool table and the man hit the ball 

and bounced on the woman's arms and leg, they also kissing 

as the both of them hit the balls.

People sit around the side and watch the couples dance 

as well as speak to one another.
A person is smiling.

1) Various Visual Styles

The dog follows the cat pulling it on the leash.

2) Diverse Activity Types

One of the divers goes near a some sort of a man made 

structure that has sunk into the ocean.
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Figure 7. Qualitative comparison of zero-shot inference between GPT-4o pretraining and our ReCorrect algorithm. Our zero-shot ReCor-
rect demonstrates its powerful capability in temporal video grounding across: 1) various visual conditions, such as black-and-white movie
segments and low-light scenarios; 2) diverse activity types, including animal behavior and underwater scenes; and 3) compositional events
comprising multiple sub-events and necessitating temporal reasoning. Here “GT” indicates ground truth. The darker yellow rectangle
represents the ground-truth temporal boundaries, while the darker blue rectangle denotes the model’s prediction.

points at R@0.7 on Charades and 0.5 points at R@0.3 on
ActivityNet. The margin of improvement between ReCor-
rect and GPT-4o Pretraining is narrower here than in zero-
shot settings, as the fine-tuning datasets provide 12.8K and
37.4K manual labels, respectively.
Qualitative Comparisons Fig. 7 illustrates a qualita-
tive performance comparison between GPT-4o pretraining
and our ReCorrect algorithm in zero-shot temporal video
grounding. The results highlight the strengths of our zero-
shot ReCorrect approach across three challenging scenar-
ios: (1) handling diverse visual conditions, such as black-
and-white movie segments and low-light scenarios; (2) ef-
fectively retrieving moments from diverse activity types, in-
cluding animal behavior and underwater scenes; and (3) ac-
curately reasoning about compositional events that involve
multiple sub-events and require temporal understanding.

4. Additional Implementation Details

The frame number T and step size δ for the semantics-
guided refinement are set to 256 and 5, respectively. The
hyperparameters α1 and α2 are configured as 0.22 and 0.92,

respectively. The loss weight λ is set to 0.7. For the tem-
poral video grounding model, we adopt the same network
architecture as the state-of-the-art fully-supervised model
SimBase [1]. Details of the network architecture can be
referred to [1] and can also be accessed through our imple-
mentation at https://github.com/baopj/Vid-Group.
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