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Supplementary Material Overview

The supplementary material presents more comprehensive
analysis and results of our LLaVA-KD:
• Sec. A.1 presents a comparative analysis between

LLaVA-KD and the state-of-the-art MLLM distillation
approach LLaVA-MoD.

• Sec. A.2 analyzes the critical role of visual token repre-
sentations during the distillation process.

• Sec. A.3 provides comprehensive comparisons between
LLaVA-KD and existing small-scale MLLMs in terms of
training data, computational efficiency, and performance.

• Sec. A.4 investigates the model’s robustness under vari-
ous hyperparameter.

• Sec. A.5 provides qualitative comparisons between
LLaVA-KD and TinyLLaVA baseline.

• Sec. B.1 provides more detailed results of ablation study
on our proposed distillation strategies: Multimodal Dis-
tillation (MDist) and Relation Distillation (RDist).

• Sec. B.2 provides more detailed results of ablation study
on the distillation targets.

• Sec. B.3 provides more detailed results of the validation
on another MLLM framework.

• Sec. B.4 provides more detailed results of ablation study
on teacher models with different sizes.

• Sec. C provides the implementation details.

A. More Ablation and Explanatory Analysis

A.1. Comparison and discussion with LLaVA-MOD
LLaVA-MOD [6] represents a state-of-the-art approach in
MLLM distillation. As shown in Table A1, we evaluate our
method using the same benchmarks as LLaVA-MOD. We
can observe that LLaVA-KD demonstrates significant per-
formance improvements at equivalent model scales. Specif-
ically, it achieves average gains of 1.4% and 1.5% for 1B
and 2B student models, respectively. It is important to note
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that LLaVA-MoD’s training data is nearly 3.8 million more
than ours (5M vs. 1.2M). Despite this disparity, our method
still outperforms, which further emphasizes our method’s
efficiency and effectiveness.

We compare our approach with LLaVA-MoD [6] to
highlight the technical differences:
• Architecture Design. While LLaVA-MoD employs

Mixture-of-Experts (MoE) [4] layers for its student
model, we maintain a simple yet effective architecture for
s-MLLM without additional complexity.

• Training Scheme. We propose a three-stage training
framework: 1) Distilled Pre-Training (DPT) to promote
the visual-textual alignmenet, 2) Supervised Fine-Tuning
(SFT) for knowledge acquisition, 3) and the Distilled
Fine-Tuning (DFT) to transfer l-MLLM’s knowledge to
the s-MLLM. In contrast, LLaVA-MoD first follows the
conventional Pre-Training, followed by two-stage distilla-
tion pipeline: Mimic Distillation for knowledge transfer
and Preference Distillation for hallucination reduction.

• Distillation Strategy. We introduce dedicated knowledge
distillation strategies (MDist/RDist) for both DPT and
DFT stages, whereas LLaVA-MoD introduces the Pref-
erence Optimization (PO) loss [2] during the Preference
Distillation stage.

A.2. Further discussion on visual tokens

As demonstrated in Table A2, we investigate the effects
of visual token distillation in our LLaVA-KD framework.
This process involves two key aspects. First, we em-
ploy the visual token matching loss (Lvis) to align the stu-
dent model (s-MLLM) with the teacher model (l-MLLM)
through Kullback-Leibler divergence minimization on their
visual token distributions. Second, the relational distillation
loss (Lrel) which matches the inter-token relationship ma-
trices between the s-MLLM and l-MLLM, enhancing the
visual token quality. Our experiments demonstrate that vi-
sual token distillation yields consistent performance gains:
+0.7% average improvement during the DPT+SFT phase,
with an additional +0.7% enhancement in the DFT phase.
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Method LLM of Teacher LLM of Student Image Question Answering Benchmarks
Avg7GQA VizWiz SQA TextVQA MME MMB MMBCN

LLaVA-MoD

Qwen1.5-4B
Qwen1.5-1.8B 58.7 34.6 67.9 57.7 67.6 64.9 60.7 58.9

LLaVA-KD 62.3 44.7 64.7 53.4 69.1 64 63.7 60.3
LLaVA-MoD Qwen1.5-0.5B 56.0 25.3 64.7 53.8 63.3 62.2 50.8 53.7
LLaVA-KD 59.6 35.9 60.6 49.9 64.5 60.1 55.5 55.2

Table A1. Comparison with LLaVA-MoD. Avg7: The average performance of the seven benchmarks.

Training Stage Distillation Loss Image Question Answering Benchmarks
Avg10VQAv2 GQA VizWiz SciQA TextVQA MME MMB MMBCN POPE MMMU

DPT-SFT Lres 73.8 57.8 25.6 62.8 47.1 59.7 55.9 49.3 85.5 31.6 54.9
DPT-SFT Lres + Lvis + Lrel 74.6 57.8 28.6 51.2 49.1 59.9 56.9 51.6 84.3 31.4 55.6

DPT-SFT-DFT Lres 76.8 59.6 36.4 59.1 50.4 57.6 52.7 54.2 85.7 30.1 57.2
DPT-SFT-DFT Lres + Lvis + Lrel 77.0 59.6 35.9 60.6 49.9 64.5 60.1 55.5 85.9 30.2 57.9

Table A2. Influence of distilling visual tokens during Model training process. Avg10: The average performance of the ten benchmarks.
Optimal and sub-optimal results are in bold and underline, respectively.

Method #Params #Samples Time Avg7 Avg7 (+POPE) Avg7 (+POPE+VQAv2) Avg7 (+POPE+VQAv2+MMMU)
TinyLLaVA

∼2B

1.2 M 105 53.9 57.6 59.3 56.8
MoE-LLaVA 2.2 M / 55.3 59.2 61.1 -

Bunny 2.6M / 56.3 60.0 61.8 -
Mini-Gemini 2.7M / 57.1 60.7 - -

Imp 1.5M / 58.9 62.4 64.3 -
LLaVA-MoD 5 M 960 59.9 63.3 - -
LLaVA-KD 1.2 M 320 60.3 63.5 65.2 62.1
TinyLLaVA

∼1B

1.2 M 52 51.1 55.2 57.3 54.7
SPHINX-Tiny 15 M / 51.2 55.1 57.3 -
LLaVA-MoD 5 M / 54.1 - - -
LLaVA-KD 1.2 M 210 55.2 59.0 61.0 57.9

Table A3. Efficiency comparison of SoTA MLLMs. The “Avg7” is calculated on seven benchmarks (excluding POPE, VQAv2, and
MMMU), while subsequent columns incrementally incorporate POPE, VQAv2, and MMMU to evaluate comprehensive capabilities.

α, β, γ α′, β′, γ′ Image Question Answering Benchmarks
Avg10VQAv2 GQA VizWiz SciQA TextVQA MME MMB MMBCN POPE MMMU

{1,1,0.5} {1,1,0.5} 77.0 59.6 39.5 60.6 49.9 64.5 60.1 55.5 85.9 39.2 57.9
{1,1,0.5} {1,0.5,0.5} 76.7 59.5 36.6 59.4 49.3 63.9 58.2 55.1 84.5 39.3 57.8
{1,1,5} {1,1,5} 76.8 59.8 35.7 60.4 50.9 62.1 59.4 54.7 86.0 31.7 57.8

Table A4. Influence of hyperparameters during model training process. Avg10: The average performance of the ten benchmarks.

This progressive improvement underscores the effective-
ness of visual token distillation.

A.3. Comparison with SoTA small MLLMs

In Table A3, we compare our model with SoTA small-scale
MLLMs in terms of model size (#Params), training samples
(#Samples) and training time (Time). The “Avg7” is com-
puted on seven benchmarks (excluding POPE, VQAv2 and
MMMU) to enable direct model comparisons.

With 1B parameters, LLaVA-KD achieves superior
performance with 4.0% and 1.1% improvements over
SPHINX-Tiny [3] and LLaVA-MoD [6] respectively, de-
spite requiring fewer training samples. This efficiency ad-
vantage persists in 2B-parameter models, where our method
outperforms the previous art Imp [5] and LLaVA-MoD by
margins of 1.4% and 0.4%. In addition, compared to our
baseline TinyLLaVA [7], despite an increase in training

time, LLaVA-KD delivers substantial performance gains of
4.1% (1B) and 6.4% (2B), respectively.

We further incrementally incorporate the three bench-
marks for comprehensive comparison (Cols 6-8). It can be
observed that our method demonstrates consistent superior-
ity among models of the same scale. Overall, our experi-
mental results demonstrate that LLaVA-KD achieves an op-
timal balance between training efficiency and model perfor-
mance compared to existing s-MLLM models.

A.4. Analysis of Hyperparameters

To verify the robustness of our method, we analyze the sen-
sitivity of model performance to hyperparameter configu-
rations. The key hyperparameters consist of loss weight-
ing coefficients (α, β, and γ) in the DPT stage and (α′, β′

and γ′) in the DFT stage, which balance the contributions
of Lres, Lvis and Lrel within their respective training ob-



Figure A1. Qualitative visualization comparison between our LLaVA-KD with TinyLLaVA .

Distilled Pre-Training Image Question Answering Benchmarks
Avg10MultiModal Distill Relation Distill VQAv2 GQA VizWiz SciQA TextVQA MME MMB MMBCN POPE MMMU

% ! 73.6 53.3 39.7 59.0 47.6 54.4 58.5 55.0 84.4 30.0 55.5
! % 74.5 58.3 26.7 62.6 48.5 57.3 57.1 48.6 85.6 31.8 55.1
! ! 74.6 57.8 28.8 61.2 49.1 59.9 56.9 51.6 84.3 31.4 55.6

(a) Different distillation strategies during the DPT stage.

Distilled Fine-Tuning Image Question Answering Benchmarks
Avg10MultiModal Distill Relation Distill VQAv2 GQA VizWiz SciQA TextVQA MME MMB MMBCN POPE MMMU

% ! 76.1 58.6 37.4 59.7 49.1 60.6 58.5 53.9 86.2 30.0 57.0
! % 76.9 59.7 38.3 59.9 49.4 64.1 57.4 54.8 86.3 30.7 57.7
! ! 77.0 59.6 35.9 60.6 49.9 64.5 60.1 55.5 85.9 30.2 57.9

(b) Different distillation strategies during the DFT stage.

Table A5. Ablation study on Multimodal Distillation and Relation Distillation during DPT and DFT stages.

jectives LDPT and LDFT . We conduct an ablation study
with several hyperparameter combinations. As shown in
Table A4, our model exhibits marginal variations in aver-
age performance across different configurations. The re-
sults confirm the robustness of our LLaVA-KD to hyperpa-
rameter choices.

A.5. Visualization
Fig. A1 shows qualitative results between our LLaVA-KD-
1B and the baseline TinyLLaVA-1B [7]. It can be ob-
served that our approach achieves a more accurate under-
standing of multimodal information, leading to more pre-
cise responses.

B. Detailed Results

B.1. Ablation study on Distillation strategy
Table A5 shows more detailed results of the ablation study
on the distillation strategy, including MDist and RDist. Ta-
ble A5(a) evaluates performance after the DPT-SFT train-
ing phase, while Table A5(b) conducts ablation studies at

the DFT stage.

B.2. Aablation study on Distillation targets
Table A6 shows more detailed results of the ablation study
on the distillation targets in our MDist distillation strategy.
Table A6(a) evaluates performance after the DPT-SFT train-
ing phase, while Table A6(b) conducts ablation studies at
the DFT stage.
B.3. Validation on MobileVLM
Table A7 shows more detailed results of the ablation study
that employs our training recipe and distillation strategy to
another MLLM framework MobileVLM [1].
B.4. Ablation study on teacher models with differ-

ent sizes
Table A8 shows more detailed results of the ablation study
that investigates the impact of different teacher scales.

C. Implementation Details
Table A9 presents the training hyperparameters for LLaVA-
KD across different learning phases. During the Distilled



Response Tokens Prompt Tokens Visual Tokens Image Question Answering Benchmarks
Avg10VQAv2 GQA VizWiz SciQA TextVQA MME MMB MMBCN POPE MMMU

! % % 73.8 57.8 25.6 62.8 47.1 59.7 55.9 49.3 85.5 31.6 54.9
! ! % 74.1 58.2 24.4 60.6 48.6 59.9 56.3 50.6 84.8 32.3 55.0
! % ! 74.5 58.3 26.7 62.6 48.5 57.3 57.1 48.6 85.6 31.8 55.1
! ! ! 74.2 58.3 24.6 60.4 46.9 60.0 55.6 49.1 84.8 32.2 54.6

(a) Distillation targets during the DPT stage.

Response Tokens Prompt Tokens Visual Tokens Image Question Answering Benchmarks
Avg10VQAv2 GQA VizWiz SciQA TextVQA MME MMB MMBCN POPE MMMU

! % % 76.8 59.6 36.4 59.1 50.2 64.0 57.6 52.7 85.8 30.1 57.2
! ! % 77.0 59.5 27.5 60.1 51.5 62.7 59.5 55.8 85.7 30.0 56.9
! % ! 76.9 59.7 38.3 59.9 49.4 64.1 57.4 54.8 86.3 30.7 57.7
! ! ! 76.4 59.0 30.8 61.4 49.9 63.5 59.2 55.1 86.0 29.9 57.1

(b) Distillation targets during the DFT stage.

Table A6. Ablation studies on distillation targets during DPT and DFT stages.

LLM of the Teacher LLM of the Student Training Recipe Image Question Answering Benchmarks
Avg10VQAv2 GQA VisWiz SciQA TextVQA MME MMB MMBCN POPE MMMU

MLLaMA 2.7B / PT-SFT 73.9 58.0 32.7 60.6 46.9 65.0 60.3 37.9 84.4 31.9 55.2
/ MLLaMA 1.7B PT-SFT 70.1 55.2 24.7 58.3 40.5 58.1 50.3 16.8 84 29.9 48.8

MLLaMA 2.7B MLLaMA 1.7B DPT-SFT 71.1 56.5 30.7 57.2 41.2 58.3 52.3 22.9 84.8 30.1 50.5
MLLaMA 2.7B MLLaMA 1.7B DPT-SFT-DFT 72.7 57.2 40.0 58.6 41.3 62.4 54.1 32.0 85.0 30.3 53.4

Table A7. Detailed results of verification on MobileVLM.

LLM of the Teacher LLM of the Student Image Question Answering Benchmarks
Avg10VQAv2 GQA VisWiz SciQA TextVQA MME MMB MMB-CN POPE MMMU

Qwen1.5-4B / 79.9 63.4 46.3 72.9 59.0 69.3 67.9 67.1 85.2 38.9 65.0
Qwen1.5-7B 80.5 63.3 48.6 70.1 58.7 70.9 70.5 68.7 86.8 39.2 65.7

/ Qwen1.5-0.5B 73.9 57.4 24.9 60.9 47.4 59.8 55.0 52.4 83.7 31.6 54.7
Qwen1.5-4B Qwen1.5-0.5B 77.0 59.6 35.9 60.6 49.9 64.5 60.1 55.5 85.9 30.2 57.9
Qwen1.5-7B 76.9 59.1 35.9 59.5 49.3 63.1 58.0 54.4 86.6 31.4 57.4
Qwen2.5-3B / 80.4 63.2 38.7 76.0 61.5 73.9 71.8 69.5 86.4 40.3 66.2
Qwen2.5-7B 81.8 64.3 46.1 77.3 64.6 78.5 74.7 73.0 86.6 46.4 69.3

/ Qwen2.5-0.5B 74.8 58.3 28.9 59.1 49.2 61.5 58.9 54.2 86.1 33.6 56.5
Qwen2.5-3B Qwen2.5-0.5B 77.7 59.8 41.5 60.6 52.0 64.7 61.3 57.0 86.4 28.3 58.9
Qwen2.5-7B 77.6 59.6 39.9 61.0 51.2 62.6 57.9 56.3 86.2 30.8 58.3

Table A8. Ablation study on teacher models with different sizes.

Hyperparameter DPT SFT DFT
Visual Encoder % % %

Projector ! ! !

LLM % ! !
Image Resolution 384×384
Learning Rate 1.00e-03 2.00e-05 2.00e-05
Optimizer AdamW
Scheduler Cosine decacy
Warm up ratio 0.03
Global Batch Size 256 128 128
Epoch 1
DeepSpeed stage Zero 2 Zero 2 Zero 3

Table A9. Hyperparameters of LLaVA-KD.

Pre-Training (DPT) stage, we exclusively optimize the Pro-
jector network to align the visual and textual modalities.
During the followed Supervised Fine-Tuning (SFT) and
Distilled Fine-Tuning (DFT) stages, we jointly train both
the Projector and LLM to enhance the model’s multimodal
understanding capabilities.
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