LLaVA-KD: A Framework of Distilling Multimodal Large Language Models
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Supplementary Material Overview

The supplementary material presents more comprehensive

analysis and results of our LLaVA-KD:

e Sec. A.l presents a comparative analysis between
LLaVA-KD and the state-of-the-art MLLM distillation
approach LLaVA-MoD.

* Sec. A.2 analyzes the critical role of visual token repre-
sentations during the distillation process.

e Sec. A.3 provides comprehensive comparisons between
LLaVA-KD and existing small-scale MLLMs in terms of
training data, computational efficiency, and performance.

e Sec. A.4 investigates the model’s robustness under vari-
ous hyperparameter.

e Sec. A.5 provides qualitative comparisons between
LLaVA-KD and TinyLLaVA baseline.

¢ Sec. B.1 provides more detailed results of ablation study
on our proposed distillation strategies: Multimodal Dis-
tillation (MDist) and Relation Distillation (RDist).

* Sec. B.2 provides more detailed results of ablation study
on the distillation targets.

¢ Sec. B.3 provides more detailed results of the validation
on another MLLM framework.

* Sec. B.4 provides more detailed results of ablation study
on teacher models with different sizes.

* Sec. C provides the implementation details.

A. More Ablation and Explanatory Analysis

A.1. Comparison and discussion with LLaVA-MOD

LLaVA-MOD [6] represents a state-of-the-art approach in
MLILM distillation. As shown in Table A1, we evaluate our
method using the same benchmarks as LLaVA-MOD. We
can observe that LLaVA-KD demonstrates significant per-
formance improvements at equivalent model scales. Specif-
ically, it achieves average gains of 1.4% and 1.5% for 1B
and 2B student models, respectively. It is important to note

*Equal Contribution. Work done during internship at Tencent YouTu
Lab. TCorrespondence to Xiang Bai<xbai @hust.edu.cn>.

that LLaVA-MoD’s training data is nearly 3.8 million more

than ours (5M vs. 1.2M). Despite this disparity, our method

still outperforms, which further emphasizes our method’s
efficiency and effectiveness.

We compare our approach with LLaVA-MoD [6] to
highlight the technical differences:

* Architecture Design. While LLaVA-MoD employs
Mixture-of-Experts (MoE) [4] layers for its student
model, we maintain a simple yet effective architecture for
s-MLLM without additional complexity.

* Training Scheme. We propose a three-stage training
framework: 1) Distilled Pre-Training (DPT) to promote
the visual-textual alignmenet, 2) Supervised Fine-Tuning
(SFT) for knowledge acquisition, 3) and the Distilled
Fine-Tuning (DFT) to transfer -MLLM’s knowledge to
the s-MLLM. In contrast, LLaVA-MoD first follows the
conventional Pre-Training, followed by two-stage distilla-
tion pipeline: Mimic Distillation for knowledge transfer
and Preference Distillation for hallucination reduction.

* Distillation Strategy. We introduce dedicated knowledge
distillation strategies (MDist/RDist) for both DPT and
DFT stages, whereas LLaVA-MoD introduces the Pref-
erence Optimization (PO) loss [2] during the Preference
Distillation stage.

A.2. Further discussion on visual tokens

As demonstrated in Table A2, we investigate the effects
of visual token distillation in our LLaVA-KD framework.
This process involves two key aspects. First, we em-
ploy the visual token matching loss (Ly;s) to align the stu-
dent model (s-MLLM) with the teacher model (I-MLLM)
through Kullback-Leibler divergence minimization on their
visual token distributions. Second, the relational distillation
loss (L) which matches the inter-token relationship ma-
trices between the s-MLLM and [-MLLM, enhancing the
visual token quality. Our experiments demonstrate that vi-
sual token distillation yields consistent performance gains:
+0.7% average improvement during the DPT+SFT phase,
with an additional +0.7% enhancement in the DFT phase.
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Image Question Answering Benchmarks
Method LLM of Teacher LLM of Student GOA VizWiz SQA TextVOA | MME MMB MMBCN Avgr
LLaVA-MoD 58.7 34.6 67.9 57.7 67.6 64.9 60.7 58.9
Qwenl.5-1.8B
LLaVA-KD Qwenl 5-4B 62.3 44.7 64.7 534 69.1 64 63.7 60.3
LLaVA-MoD went. Qwenl.5-0.5B 56.0 253 64.7 53.8 63.3 62.2 50.8 53.7
LLaVA-KD went.>-0. 596 359 606 499 645  60.1 555 552
Table Al. Comparison with LLaVA-MoD. Avgz: The average performance of the seven benchmarks.
.. T Image Question Answerin; Benchmarks

Training Stage  Distillation Loss 5520 GQi VizWiz  SciQA ¢ TextVQA [ MME _MMB _MMB™ POPE MMMU V910
DPT-SFT Lyes 73.8 57.8 25.6 62.8 47.1 59.7 55.9 49.3 85.5 31.6 54.9
DPT-SFT Lies + Lyis + Ll 74.6 57.8 28.6 51.2 49.1 59.9 56.9 51.6 84.3 314 55.6
DPT-SFT-DFT Lies 76.8 59.6 36.4 59.1 50.4 57.6 52.7 54.2 85.7 30.1 57.2
DPT-SFT-DFT  Lyes + Lyis + Liel 77.0 59.6 359 60.6 49.9 64.5 60.1 55.5 85.9 30.2 57.9

Table A2. Influence of distilling visual tokens during Model training process. Avgio: The average performance of the ten benchmarks.

Optimal and sub-optimal results are in bold and underline, respectively.

Method #Params #Samples Time Avgr Avgr (+POPE) Awvg; (+POPE+VQAvV2) Avg; (+POPE+VQAvV2+MMMU)
TinyLLaVA 1.2M 105 539 57.6 59.3 56.8
MoE-LLaVA 22M / 553 59.2 61.1 -
Bunny 2.6M / 56.3 60.0 61.8 -
Mini-Gemini ~2B 2. M / 57.1 60.7 - -
Imp 1.5M / 58.9 62.4 64.3 -
LLaVA-MoD S5M 960 599 63.3 - -
LLaVA-KD 1.2M 320 60.3 63.5 65.2 62.1
TinyLLaVA 1.2M 52 51.1 55.2 57.3 54.7
SPHINX-Tiny ~1B 15M / 51.2 55.1 57.3 -
LLaVA-MoD 5M / 54.1 - - -
LLaVA-KD 1.2M 210 55.2 59.0 61.0 57.9

Table A3. Efficiency comparison of SoTA MLLMs. The “Awvg;” is calculated on seven benchmarks (excluding POPE, VQAv2, and
MMMU), while subsequent columns incrementally incorporate POPE, VQAv2, and MMMU to evaluate comprehensive capabilities.

o, 8 o B Image Question Answering Benchmarks A
P P57 TYQAVZ  GQA  ViZWiz  SciQA  TextVQA | MME  MMB _ MMBSN  POPE  MMMU g10
{1.105F {105} 770 596 395  60.6 499 645 60.1 555 859 392 579
{1105} {10505} 767 595 366 594 493 639 582 551 845 393 578
{1150 {115} 768 598 357 604 50.9 621 594 547 8.0 317 578

Table A4. Influence of hyperparameters during model training process. Avgio: The average performance of the ten benchmarks.

This progressive improvement underscores the effective-
ness of visual token distillation.

A.3. Comparison with SoTA small MLLMs

In Table A3, we compare our model with SoTA small-scale
MLLMs in terms of model size (#Params), training samples
(#Samples) and training time (Time). The “Avg;” is com-
puted on seven benchmarks (excluding POPE, VQAV2 and
MMMU) to enable direct model comparisons.

With 1B parameters, LLaVA-KD achieves superior
performance with 4.0% and 1.1% improvements over
SPHINX-Tiny [3] and LLaVA-MoD [6] respectively, de-
spite requiring fewer training samples. This efficiency ad-
vantage persists in 2B-parameter models, where our method
outperforms the previous art Imp [5] and LLaVA-MoD by
margins of 1.4% and 0.4%. In addition, compared to our
baseline TinyLLaVA [7], despite an increase in training

time, LLaVA-KD delivers substantial performance gains of
4.1% (1B) and 6.4% (2B), respectively.

We further incrementally incorporate the three bench-
marks for comprehensive comparison (Cols 6-8). It can be
observed that our method demonstrates consistent superior-
ity among models of the same scale. Overall, our experi-
mental results demonstrate that LLaVA-KD achieves an op-
timal balance between training efficiency and model perfor-
mance compared to existing s-MLLM models.

A.4. Analysis of Hyperparameters

To verify the robustness of our method, we analyze the sen-
sitivity of model performance to hyperparameter configu-
rations. The key hyperparameters consist of loss weight-
ing coefficients (o, 3, and ~) in the DPT stage and (o, 8’
and ~") in the DFT stage, which balance the contributions
of Lyes, Lyis and L, within their respective training ob-
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& What is shimizu's number? £, What brand of cigarettes are these? &, What is the number of the runner in the lead? & How many teaspoons of sugar does this recipe call for?

g Shimizu is the number of the bascball

‘player who is celebrating after the game. #)The recipe calls for 2 teaspoons of sugar.

%) These are Marlboro cigarettes. {)The runner in the lead is wearing a number 589,

Shimizu's number is 27. These are Camel cigarettes. __ The runner in the lead is wearing a number 57859. This recipe calls for 1 teaspoon of sugar.

& Is there cheese on this plate of food?

& What is used to cat with?

& Are all of the umbrellas the same colors? & Is everyone wearing a hat?

[).Yes, all of the umbrellas are the same color.| | (%) The food is used to cat with chopsticks.| | (%), Yes, everyone in the image is wearing a hat. [F)Yes, there is cheese on the plate of food.

No, not all of the umbrellas are the
same color. There are different colors ...

To eat with, a spoon is used to scoop
up the food from the bowl.

No, there is no cheese on this plate of food. It consists

No, not everyone is wearing a hat. ! "
v J of a variety of fruits, vegetables, and pancakes.

Figure Al. Qualitative visualization comparison between our LLaVA-KD  with TinyLLaVA ,@,.

Distilled Pre-Training Image Question Answering Benchmarks Av
MultiModal Distill Relation Distill VQAv2 GQA VizWiz SciQA TextVQA [MME MMB MMB®N POPE MMMU 910
X v 73.6 533 397 59.0 47.6 544 585 550 844 300 555
v X 745 583 267 626 48.5 573 571 486 8.6 318 551
v v 746 57.8 288 612 49.1 599 569 51.6 843 314 556

(a) Different distillation strategies during the DPT stage.

' Distillefi Ifine—Tuni'ng o Image Qu'estiqn An?wering Benchmarks Avgro

MultiModal Distill Relation Distill VQAv2 GQA VizWiz SciQA TextVQA|MME MMB MMB®™ POPE MMMU ~
X v 76.1 586 374  59.7 49.1 60.6 585 539 8.2 300 570
v X 769 597 383 599 49.4 641 574 548 8.3 307 577
v v 770 596 359 60.6 49.9 64.5 60.1 555 8.9 302 579

(b) Different distillation strategies during the DFT stage.
Table AS. Ablation study on Multimodal Distillation and Relation Distillation during DPT and DFT stages.

jectives Lppr and Lppr. We conduct an ablation study
with several hyperparameter combinations. As shown in
Table A4, our model exhibits marginal variations in aver-
age performance across different configurations. The re-
sults confirm the robustness of our LLaVA-KD to hyperpa-
rameter choices.

A.5. Visualization

Fig. Al shows qualitative results between our LLaVA-KD-
1B and the baseline TinyLLaVA-1B [7]. It can be ob-
served that our approach achieves a more accurate under-
standing of multimodal information, leading to more pre-
cise responses.

B. Detailed Results
B.1. Ablation study on Distillation strategy

Table A5 shows more detailed results of the ablation study
on the distillation strategy, including MDist and RDist. Ta-
ble A5(a) evaluates performance after the DPT-SFT train-
ing phase, while Table A5(b) conducts ablation studies at

the DFT stage.
B.2. Aablation study on Distillation targets

Table A6 shows more detailed results of the ablation study
on the distillation targets in our MDist distillation strategy.
Table A6(a) evaluates performance after the DPT-SFT train-
ing phase, while Table A6(b) conducts ablation studies at
the DFT stage.

B.3. Validation on MobileVLM

Table A7 shows more detailed results of the ablation study
that employs our training recipe and distillation strategy to
another MLLM framework MobileVLM [1].

B.4. Ablation study on teacher models with differ-
ent sizes

Table A8 shows more detailed results of the ablation study
that investigates the impact of different teacher scales.

C. Implementation Details

Table A9 presents the training hyperparameters for LLaVA-
KD across different learning phases. During the Distilled



Image Question Answering Benchmarks

Response Tokens  Prompt Tokens - Visual Tokens —xor—G6A— VWi, SciQA  TextVQA | MME MMB  MMBSS POPE MMMU V910
v X X 738 578 256 628 47.1 597 559 493 855 316 54.9
v v X 741 582 244 606 48.6 599 563 50.6 848 323 55.0
v X v 745 583 267 626 485 573 571 48.6 856  31.8 55.1
v v v 742 583 246  60.4 46.9 600 556  49.1 848 322 54.6
(a) Distillation targets during the DPT stage.
. Image Question Answering Benchmarks .
Response Tokens  Prompt Tokens  Visual Tokens 0 —GaA—Viwi,  SciQA TextVQA | MME MMB MMB™ POPE MMMU ‘U910
4 X X 768  59.6 364  59.1 50.2 640 576 527 858  30.1 572
4 v X 770 595 2715 60.1 515 62.7  59.5 55.8 85.7 30.0 56.9
4 X v 769 597 383 599 49.4 641 574 548 863 307 577
v 4 v 764 590 308 614 49.9 63.5 592 55.1 860  29.9 57.1
(b) Distillation targets during the DFT stage.
Table A6. Ablation studies on distillation targets during DPT and DFT stages.
L . Image Question Answering Benchmarks .
LLM of the Teacher LLM of the Student  Training Recipe VOAYZ GQA VisWiz SciQA TextVQA | MME MMB MMBS™ POPE  MMMU Avgio
MLLaMA 2.7B / PT-SFT 739 580 327  60.6 6.9 650 603 379 844 319 552
/ MLLaMA 1.7B PT-SFT 701 552 247 583 405 581 503 16.8 84 299 488
MLLaMA 2.7B MLLaMA 1.7B DPT-SFT 711565 307 572 412 583 523 229 848  30.1 50.5
MLLaMA 2.7B MLLaMA 1.7B DPT-SFT-DFT 727 572 400 586 413 624 541 320 850 303 534
Table A7. Detailed results of verification on MobileVLM.
Image Question Answering Benchmarks
LLM of the Teacher  LLM of the Student —30r—=n 3 —Vicwi,  SciQA  TextVOA | MME MMB MMB-CN _POPE  MMMU 10910
Qwenl.5-4B ; 799 634 463 729 59.0 693 679 67.1 85.2 389 65.0
Qwenl.5-7B 80.5 633 486  70.1 58.7 709 705 68.7 86.8 39.2 65.7
/ Qwenl1.5-0.5B 739 574 249 60.9 474 598 550 524 83.7 31.6 54.7
Qwenl.5-4B Qwenl.5-0.5B 770 596 359 60.6 49.9 645  60.1 55.5 85.9 30.2 57.9
Qwenl.5-7B WENTO 769 591 359 59.5 49.3 63.1 580 54.4 86.6 314 574
Qwen2.5-3B ; 804 632 387 76.0 61.5 739 718 69.5 86.4 403 66.2
Qwen2.5-7B 81.8 643  46.1 71.3 64.6 785 747 73.0 86.6 46.4 69.3
/ Qwen2.5-0.5B 748 583 289 59.1 492 615 589 54.2 86.1 33.6 56.5
Qwen2.5-3B Qwen2.5-0.58 777 598 415 60.6 52.0 647 613 57.0 86.4 28.3 58.9
Qwen2.5-7B NS0 776 596 399 61.0 51.2 626 579 56.3 86.2 30.8 58.3
Table A8. Ablation study on teacher models with different sizes.
Hyperparameter DPT SFT DFT References
Visual Encoder X X X . . . . . .
Projector 4 V4 4 [1] Xiangxiang Chu, Limeng Qiao, Xinyang Lin, Shuang Xu,
LL]JVI X % v/ Yang Yang, Yiming Hu, Fei Wei, Xinyu Zhang, Bo Zhang,
Tmage Resolution 384384 X}golm Wei, et al. Mobllevlm. A f.'.:lst, rep'rodumble .and str0T1g
Learning Rate 1.00e-03  2.00e-05 2.00e-05 VlSl(.)n language assistant for mobile devices. arXiv preprint
Optimizer AdamW arXiv:2312.16886, 2023. 3
Scheduler Cosine decacy [2] Kawin Ethayarajh, Winnie Xu, Niklas Muennighoff, Dan Ju-
Warm up ratio 0.03 rafsky, and Douwe Kiela. Kto: Model alignment as prospect
Global Batch Size | 256 128 128 theoretic optimization. arXiv preprint arXiv:2402.01306,
Epoch ! 2024. 1
DeepSpeed stage Zero 2 Zero 2 Zero 3

Table A9. Hyperparameters of LLaVA-KD.

Pre-Training (DPT) stage, we exclusively optimize the Pro-
jector network to align the visual and textual modalities.
During the followed Supervised Fine-Tuning (SFT) and
Distilled Fine-Tuning (DFT) stages, we jointly train both
the Projector and LLM to enhance the model’s multimodal

understanding capabilities.

[3] Peng Gao, Renrui Zhang, Chris Liu, Longtian Qiu, Siyuan
Huang, Weifeng Lin, Shitian Zhao, Shijie Geng, Ziyi Lin,
Peng Jin, et al. Sphinx-x: Scaling data and parameters for a
family of multi-modal large language models. arXiv preprint
arXiv:2402.05935,2024. 2

Robert A Jacobs, Michael I Jordan, Steven ] Nowlan, and Ge-
offrey E Hinton. Adaptive mixtures of local experts. Neural
computation, 3(1):79-87, 1991. 1

Zhenwei Shao, Zhou Yu, Jun Yu, Xuecheng Ouyang, Lihao
Zheng, Zhenbiao Gai, Mingyang Wang, and Jiajun Ding. Imp:
Highly capable large multimodal models for mobile devices.
arXiv preprint arXiv:2405.12107, 2024. 2

Fangxun Shu, Yue Liao, Le Zhuo, Chenning Xu, Guang-

(4]

(]

(6]



(7]

hao Zhang, Haonan Shi, Long Chen, Tao Zhong, Wanggui
He, Siming Fu, et al. Llava-mod: Making llava tiny via
moe knowledge distillation. arXiv preprint arXiv:2408.15881,
2024. 1,2

Baichuan Zhou, Ying Hu, Xi Weng, Junlong Jia, Jie Luo,
Xien Liu, Ji Wu, and Lei Huang. Tinyllava: A frame-
work of small-scale large multimodal models. arXiv preprint
arXiv:2402.14289,2024. 2, 3
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