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1. Details of Datasets
1.1. Fine-tuning Data
By utilizing the training dataset that comprises the UCF-
Crimes dataset, we attain a significant data volume of 775241
instruction pairs (see Figure 1) for model fine-tuning. This
comprehensive dataset enables a more rigorous assessment
of the model’s efficacy in identifying and comprehending
different types of anomalies.

User: <prompt>\n<image-0>,…,<image-i>, Assistant:<answer>

User: <prompt>\n<image>, Assistant:<answer>,…...(multi-turn)

User: <prompt>, Assistant:<answer>,…...(multi-turn)

102214 632339 40688

Include 7730 UCFCrimes imagesInclude 4077 UCFCrimes videos

Figure 1. The distribution of the dataset. There is a huge amount
of video, image and text data available for training, including 7730
images and 4077 videos from UCF-Crimes Dataset [11].

We re-construct the UCF-Crimes [11] training dataset
as instruct-following format [8] for participating in model
fine-tuning. Utilizing the UCF-Crimes annotation dataset
UCA [16], which offers detailed annotations, we firstly seg-
ment the videos into distinct clips and associate each clip
with corresponding descriptive information. Based on these
descriptions, we employ ChatGPT4 [1] to generate three rel-
evant questions, with the final question being “Are there any
anomalies?”. Finally, we re-purpose the questions generated
by ChatGPT4 to produce corresponding answers, which we
then modify to conform to the instruct-following training
data format shown in Figure 2. Our QA pairs are initially
generated using GPT-4. Then each pair is carefully reviewed
and validated by human annotators. These two steps help
us maintain scalability and accuracy in datasets. We will
continue to be committed to the exploration and utilization
of efficient data [2, 12, 13], and pay more attention to details
in data annotation in scenarios such as personnel security
and traffic planning [4, 9, 15, 19].

1.2. Evaluation Data
We evaluate our model’s performance using two benchmarks
based on UCF-Crimes and XD-Violence Question-Answer
pair datasets, respectively. Initially, we extract vision infor-
mation from videos and transform test videos into the pkl
format, which facilitates the extraction visual information
from the videos.

We firstly test our model on UCF-Crimes benchmarks
(see Figure 3) as our in-domain evaluation, which is an ex-
isting benchmark for video anomaly understanding MLLMs.
Following the structure illustrated in Figure 3, we design a
new evaluation benchmark based on XD-Violence dataset.
We set up Question-Answer pair file for each test video, cre-
ating four multiple-choice options that cover the anomaly
type and its corresponding time interval. Among these op-
tions, only one accurately reflects the video content. We
proceed to load the Question-Answer pair file, arranging the
questions in a manner akin to the “User” section (Figure 4).
The model then processes these questions, along with the
pkl file containing video data, to generate the most suit-
able response. Upon obtaining the answer, we compute the
precision by comparing the ground truth with the model’s
inference results. Through our in-domain and cross-domain
evaluations, different models will be more accurately tested
for their reliability and robustness, thus having more oppor-
tunities to promote open-world learning [10, 18, 20, 21] and
potentially promote development in more fields [5–7].

1.3. Comparison with Other Dataset
Our research prioritizes the development of comprehensive,
high-quality instruction-following data. While CUVA [3] of-
fers valuable contributions, its dataset lacks the breadth and
depth of our proposed approach (Tab.1). Similarly, although
HAWK [14] presents relevant work in this domain, the ab-
sence of open-source evaluation code limits direct method-
ological comparison. Nevertheless, our multi-dimensional
comparative analysis demonstrates the superior characteris-
tics of our dataset across several key metrics (Tab.2).

Data Total Video Length Questions-Answer Pairs Num. of Clips

CUVA [3] 88.16 h 6720 2240

Ours 128.00 h 16308 4077

Table 1. Details of CUVA and our proposed data.

2. More Experiment Details
To assess the effectiveness of our model in spatial and tempo-
ral video anomaly understanding, we design specific prompts
tailored to separately evaluate these two aspects. The results
indicate that our model demonstrates strong performance in
both spatial and temporal anomaly understanding, excelling
in each area independently.

2.1. Spatial Understanding
There are some interaction cases with our model as shown in
Figure 5. We incorporate the localization prompts “top, bot-



UCA dataset format: Assault006_x264 02:00.3 02:23.2 ##The black boy was pushed down to the bed.

Video name Annotation interval description

Human:Who was pushed down to the bed? GPT4: The black boy.

According to the UCA dataset, producing dataset in LLaVA format, the conversation contants 3-pair Q&A

Human:What happened to this black boy? GPT4: He was pushed down to the bed.

Human:Are there any anomalies? If yes,
please describe the anomalies, or please
describe the scene in few words

GPT4: Anomaly: assault.

Fine-tuning Data Format of UCF-Crimes

... ...

Figure 2. The fine-tuning process for the UCF-Crimes [11] dataset involves generating 3 Question-Answer pairs based on the UCA
dataset [16] and converting them to the LLaVA format. Videos in the UCF-Crimes dataset and their corresponding cut-frame images are
then added to the complete fine-tuning dataset.

Feature Hawk [14] HolmesVAU [17] Ours

Structure Lack conversations Lack conversations Multiple QA pairs

Clarity of Anomaly Does not directly Clear anomaly descriptions but overly focused, Clear (e.g., ”Normal” or
Judgment address anomaly judgment lacks contrast with normal scenes specific anomaly descriptions)

Description Overly general, lacks Excessive and repetitive details Moderate, specific, and concise
specific scene details

Diversity Focuses on the importance of Focuses on anomaly events, lacks Covers various question types,
anomaly handling, lacks diversity descriptions of normal scenes rich in content

Table 2. A Comparative analysis of Structural elements, Judgment clarity, Descriptive quality, and Content diversity between other methods
and our proposed data.

tom, centre, right, left” into the questions and inquire about
both the anomaly and its localization. The responses reveal
that our model exhibits exceptional precision in pinpointing
the specific localization where anomalies occur, demonstrat-
ing its remarkable accuracy in anomaly understanding. For
example, the anomalies in video Explosion 016 x264
show an explosion. Our model can correctly describe the
localization of smoke and give a reasonable description.

2.2. Temporal Understanding
Illustrated in Figure 6 are several interaction cases
of temporal anomaly understanding. Using video
Shooting021 x264 as an example, the video contains
just one type of anomaly that is clearly visible in the scene.
Consequently, our model effectively delivers the accurate
anomaly description along with the corresponding time
slot. For instances where anomalies are less obvious (like
Shoplifting016 x264 in Figure 6) or when multiple

anomalies exist within a video(like Arrest030 x264 in
Figure 6), we incorporate the anomaly type into the prompt.
This approach assists the model in accurately determining
the time intervals for each anomaly.

2.3. Details of Temporal Classifier
We use video-level captions (with temporal information)
from UCF-Crime training set to label whether each frame
contains anomalies. These labels are used to train a three-
layer MLP binary classifier (lr=1e-3, bs=32, SGD). The
classifier is trained independently and then frozen after being
integrated into the framework.
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UCF-Crimes Dataset Evaluation
Video: Explosion005_x264

"video_id": "Explosion008_x264",
"choices": { "A": "Normal", "B": "Vandalism 00:10 00:24 00:35 00:49", "C": "Vandalism 00:20 00:29",
"D": "Explosion 00:33 00:41"}

QA json format:

User: Known common crime types are: 'Shooting','Arson','Arrest','Fighting','RoadAccidents','Stealing','Burglary','
Explosion','Robbery','Vandalism','Shoplifting ','Abuse','Assault'. Each option below is the crime type and the
start and end time of each criminal behavior video clip (if the video has no crime type and is normal, there is
no corresponding start and end time of the video clip). A.Normal B.Vandalism 00:10 00:24 00:35 00:49
C.Vandalism 00:20 00:29 D.Explosion 00:33 00:41 \n Among the four options A, B, C, D above, which is the
best answer?

Answer: The best answer is D. Explosion.

. . . . . .

Figure 3. The evaluation format of the UCF-Crimes dataset involves extracting video information and generating a Question-Answer pairs
file. Subsequently, the model is inferred with questions to obtain corresponding answers.

XD-Violence Dataset Evaluation
Video: v=BXR3d22BhHs__#00-07-00_00-08-00_label_B4-0-0

"video_id": "v=BXR3d22BhHs__#00-07-00_00-08-00_label_B4-0-0",
"choices": {"A": "Riot 00:04 01:05", "B": "Abuse 00:13 00:23 00:40 00:59", "C": "Riot 00:00 00:59",
"D": "Riot 00:09 00:22" },

QA json format:

User: Known common crime types are: 'Shooting','Abuse','Explosion','Fighting','CarAccidents','Riot'. Each 
option below is the crime type and the start and end time of each criminal behavior video clip. A.Riot 00:04
01:05 B.Abuse 00:13 00:23 00:40 00:59 C.Riot 00:00 00:59 D.Riot 00:09 00:22 \n Among the four options A, B,
C, D above, which is the best answer?

Answer: The best answer among the four options A, B, C, and D is D. Riot.

. . . . . .

Figure 4. The evaluation process for the XD-Violence dataset involves extracting video data and creating a Question-Answer pairs file. The
model is then inferred using questions, which allows for the generation of corresponding answers.
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Interaction about Spatial Understanding

Fighting003_x264 Robbery050_x264

. . .

Explosion 016_x264

Is there any anomaly in the video? 
If exist, tell me the location(top, 
bottom, center, right, left).

. . .

Yes, there is an anomaly in the video. 
It is the large cloud of smoke that 
appears in the sky near the end of 
the video, might be explosion. The
location of the anomaly is visible in 
the sky near the large building, at 
the top of the scene.

. . .

Yes, there is an anomaly in the video.
The scene shows man running
through the station and some
people are fighting in the center of
the frame.

Yes, two men are seen running towards
the car as it drives down the street.

The car stops and one of the men took
out a pistol to rob the man in the car,
this is an anomaly. The video shows the
location of the anomaly as the center
of the video.

Is there any anomaly in the video? 
If exist, tell me the location(top, 
bottom, center, right, left).

Is there any anomaly in the video? 
If exist, tell me the location(top, 
bottom, center, right, left).

Figure 5. Accurate instances of spatial anomaly detection, illustrating our model’s proficiency in identifying the precise location of anomaly
occurrences and emphasizing its effectiveness in detecting spatial anomalies.

. . .

Shoplifting016_x264 Arrest030_x264

. . .

Shooting021_x264

Is there any anomaly in the video? 
If exist, give me an approximate 
time slot.

. . .

Yes, in the video, a man in the car 
suddenly shoots at the man who 
opens the car door. After that, he 
gets out of the car and runs away. The 
anomaly in the video occurred at 16 
seconds.

Yes, the woman is seen shoplifting
in the video. She is seen putting a
Box under dress and running
away with it. The approximate
time slot for this event is between
24.55-38.56 seconds.

Yes, there is an arrest in the video. It 
happens in the middle of the video. Two 
men are seen struggling with the man who 
is wearing the yellow jacket. They 
handcuff him and he falls on the ground.

Is there any shoplifting in 
the video? If exist, give me 
an approximate time slot.

Is there any arrest in the video? 
If exist, choose the time period
in which it occurs(beginning, 
middle, ending).

Interaction about Temporal Understanding

Figure 6. Successful instances of temporal anomaly detection, showcasing our model’s strong ability to identify the approximate time of
anomaly occurrence and highlighting its effectiveness in detecting temporal anomalies.
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