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T1: “An old man reading a newspaper on a park bench, enveloped in 𝑺∗ style”
T2: “A cozy cafe corner with patrons chatting, illustrated in 𝑺∗ style”

Style Subject T1, w/o SWT T1, w/ SWT T2, w/o SWT T2, w/ SWT

Figure 1. Qualitative comparison demonstrating the effectiveness
of Scale-wise Weighted Tuning (SWT) for style personalization.

A. Additional Ablations

A.1. Scale-wise Weighted Tuning for Style Person-
alization

Unlike diffusion models, where later timesteps capture
fine, high-frequency details, our analysis indicates that
later scales of large-scale pretrained VAR models con-
tribute minimally to output variation. Consequently, our
proposed Scale-wise Weighted Tuning (SWT) strategy de-
emphasizes these scales, improving robustness in style per-
sonalization tasks, particularly for capturing high-frequency
details.

To validate SWT effectiveness, we fine-tune on eight
distinct style concepts from DreamBench++ [5], each with
nine text prompts, for 100 iterations per style. We gener-
ate eight outputs per pair and present representative qual-
itative comparisons in Fig. 1. As shown in Fig. 1, SWT
achieves clearer stylistic expressions, such as distinct swirls
and brushstrokes.

A.2. Prior Distillation vs. Prior Preservation Loss

We further compare our Prior Distillation (PD) method
against the Prior Preservation Loss (PPL) approach [6].
For integrating PPL into VAR [7], we replace the origi-
nal MSE objective with cross-entropy objective, using 100
class-specific images generated with the Infinity-2B check-
point.

Quantitative results in Tab. 1 and qualitative results in
Fig. 2 demonstrate comparable performance between PD
and PPL across various metrics. Notably, PD eliminates the
requirement for same-class dataset collection, substantially
reducing the preparation time and computational overhead.

“ 𝑺∗ dog wearing a rainbow scarf”

Subject w/ PPL w/ PD w/ PDw/ PPL

“a dog wearing a rainbow scarf”

Figure 2. Qualitative comparison between our Prior Distillation
(PD) and Prior Preservation Loss (PPL).

Variant Idino ↑ Iclip ↑ Tclip ↑ PRES ↓ DIV ↑
Ours w/ PD 0.786 0.853 0.267 0.709 0.272
Ours w/ PPL 0.653 0.822 0.265 0.608 0.378

Table 1. Quantitative comparison between our Prior Distillation
(PD) and Prior Preservation Loss (PPL).
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Figure 3. Qualitative comparison of LoRA adaptation versus our
SLT + PD approach.

A.3. Selective Layer Tuning with LoRA
We evaluate Selective Layer Tuning (SLT) combined
with Prior Distillation (PD) against the popular LoRA
method [2]. Specifically, we apply LoRA across all VAR
layers at multiple ranks (4 and 16) without employing SLT
or PD, to isolate their contributions. As shown in Tab. 2,
LoRA without SLT or PD results in unstable fine-tuning,
causing visual artifacts or failing to accurately capture sub-
ject concepts.

The qualitative results in Fig. 3 further confirm that our
combined approach (SLT + PD) stabilizes personalization
and preserves subject identity, validating their critical role
in achieving robust VAR personalization.

B. User Study Details
We conduct a user study with 20 participants to evaluate
personalization effectiveness. Participants compare outputs
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Base Adapter Idino ↑ Iclip ↑ Tclip ↑ PRES ↓ DIV ↑

w/o SLT + LoRA(4) 0.653 0.822 0.265 0.608 0.378
+ LoRA(16) 0.770 0.852 0.264 0.383 0.351

w/o PD + LoRA(4) 0.753 0.852 0.265 0.676 0.376
+ LoRA(16) 0.775 0.854 0.265 0.781 0.373

Ours (w/ SLT, PD) 0.786 0.853 0.267 0.709 0.272

Table 2. Quantitative comparison with LoRA.

Input prompt: a black cat on a cobblestone street

Subject Fidelity :

Prompt Alignment :

(a) (b) (c)

(a) (b) (c)

Subject Image

Please select the best image among the generated images (a, b, c) according to 
the evaluation criteria.

Figure 4. User study interface for evaluating personalization qual-
ity.

from our method against baselines, focusing on subject fi-
delity and prompt alignment, following the evaluation pro-
tocol from DreamBooth [6]. The user interface is shown in
Fig. 4.

C. Additional Qualitative Comparisons
C.1. Comparison with FLUX-based Method
We further compare our VAR-based approach with Person-
alize Anything (PA) [1], which is based on the FLUX frame-
work [3, 4]. As illustrated in Fig. 5, PA [1] struggles to
generate dynamic poses from the subject image, whereas
our approach successfully synthesizes diverse and dynamic
poses, highlighting the efficacy of our VAR-based person-
alization.

C.2. Comparison with Diffusion-based Methods
Additional qualitative comparisons against diffusion-based
baselines are provided in Fig. 6. These examples clearly
demonstrate our method’s ability to better preserve subject
identity, accurately capturing crucial attributes such as color

“ 𝑺∗ teddybear kayaking jungle river”

Subject PA Ours PA Ours

“ 𝑺∗ teddybear playing piano on hilltop”

Figure 5. Qualitative comparison to Personalize Anything
(PA) [1].

and shape. Furthermore, our method achieves notably im-
proved alignment with the provided prompts.
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Figure 6. Extended qualitative comparisons to diffusion-based baselines.
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