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Supplementary Material

A. MM-IFEval

A.1. An overview of Constraints and Instructions

A.1.1. Constraints

Based on daily use cases and existing research, we have
identified six main categories of constraints, which can be
further divided into 32 specific constraint types shown in
Fig. 5. In this section, we introduce and exemplify these six
major constraint categories. For detailed descriptions and
examples of all 32 subcategories, please refer to Table 5.
Text Length Requirements. In this category, we focus on
the length of the response, including the number of para-
graphs, sentences, and words. We also consider the length
of the response in the aspect of poetry or “Use yes or no
to answer the question”. It must be noted that we do not
require the model to follow the strict requirement in exact
numbers like “The response must be exactly 56 words”. The
constraints we propose in this category are based on reality,
with precise numerical requirements only at the sentence or
paragraph level, and of moderate size; the rest of the con-
straints are used to limit by ranges like “The response must
be between 100 and 150 words”, which aligns with the task
that people tend to encounter in real-world scenarios.
Mathematical Requirements. This category includes con-
straints related to the most common part of answering math-
ematical problems like precision, scientific notation, and
other mathematical requirements. For example, “Keep two
decimal places for the number in the answer”, “Please round
up all the numbers in the answer”, or “Don’t include spe-
cific numbers in your answers. Compare numbers with their
relative sizes”.
Language & Formatting Requirements. This category
includes constraints related to the language and formatting of
the response, such as answering in a specific language, using
a specific format like JSON, or using a specific style like
poetry. Requirements for tense, writing style, numbering,
list, and other language-related or formatting-related aspects
are also included in this category.
Rhetoric & Logic Requirements. “Rhetoric” refers to
the art of using language to persuade or influence, while
“Logic” refers to the principles of reasoning and argumenta-
tion. This category includes constraints related to the rhetoric
and logic of the response, such as the use of metaphor, sim-
ile, cause-and-effect relationship, conditional statement, and
other rhetoric and logic-related aspects.
Action Requirements. “Action” refers to the action that the
model should take like a human. We define this category as
the constraints that require the model to perform a specific

action, such as tone, role imitation, use specific prefix or
suffix, or acting like under some specific situation. We hope
this category can help us to evaluate the ability of the model
to follow instructions and perform actions in more complex
and realistic scenarios.
Keyword Requirements. “Keyword” refers to the specific
words or phrases that the model should include or avoid in
the response. This category includes constraints related to
the response keyword, such as the use of specific keywords,
the avoidance of specific keywords, or the variation of spe-
cific keywords. For example, “Use at least three synonyms
for ‘innovation,’ such as ‘breakthrough,’ ‘new approach,’ or
‘invention,’ spread throughout your text.”

A.1.2. Instruction Tasks

For source datasets lacking original task instructions, we
constructed a diverse task pool containing 18 instructions
that encourage open-ended responses from models. These
instructions can be categorized into five task types: Descrip-
tive Analysis, Emotional & Perspective, Creative Writing,
Social Media & Content, and Roleplay. The classification
information and examples of the instructions are shown in
Table 6.

A.2. Perception-level Problems

Figure 6. Image Source Distribution in perception-level
problems.Perception-level problems in MM-IFEval presents a sys-
tematic categorization of 100 challenging vision-based instruction-
following tasks, organized into 13 distinct classes according to
image content characteristics and task complexity.

Perception-level problems in MM-IFEval comprise 100 care-
fully crafted questions with strong image-constraint corre-
lations. The images can be categorized into 13 information-
rich and complex domains shown in Figure 6. Figures 10,
11, 12, and 13 present representative examples from the web
interface, diagram, poster, and visual difference categories,
respectively, demonstrating the diverse visual challenges
incorporated in our benchmark.



Figure 5. Demonstration of constraints categories. We designed 6 main categories for all the constraints used, with a total of 32
subcategories

B. Image Sources
The quality of the image source is crucial for the performance
of the model. Except of this, the diversity of the image source
is also important to fully utilize or evaluate the ability of the
model. We use the following image source:
• Natural Scene: The natural scene is the most common

image source, which is most used in the real-world like the
image of a beautiful landscape, a busy street, or a crowded
cafe. In this part, we sample images from CC3M[37] and
ALLaVA[3].

• UI Interface: The UI interface is the image from the UI in-
terface of the website and mobile application. It is crucial
because it represents a significant portion of real-world
multimodal interactions where users need to understand
and interact with digital interfaces. We collected diverse
mobile app UI images from the RICO[9] dataset and web
UI images from the MultiUI[22] dataset.

• Diagram & Chart: The diagram and chart are the image
that contains some specific information like the data, the
relationship between the data, or the change of the data.
We collect diagram and chart images from ChartQA[31]
dataset, which contains diverse diagram and chart images.

• Mathematic: The math problem is the image that contains
a math problem, which is a common task in the real-world
like the problem of the math, the solution of the math
problem, or the calculation of the math problem. We
collect math problem images from Geo170k[12] dataset,
which contains diverse geometry problem images.

C. MM-IFEngine Prompt Template
MM-IFEngine provides a scalable pipeline for mass-
producing instruction-following datasets for multimodal
large language models, functioning effectively regardless of
whether source datasets contain original instructions. This
engine enables systematic augmentation of existing visual
datasets with diverse instruction-following tasks. Figures 14
and 15 demonstrate representative prompt templates from

MM-IFEngine’s two core components: the instruction gener-
ation module and the constraint integration module, respec-
tively, illustrating the methodology behind our automated
data construction process.

D. MM-IFInstruct and MM-IFDPO Dataset

Our MM-IFInstruct dataset integrates three distinct data
sources: CC3M (without original instructions), ALLaVA
(with pre-existing questions), and a diversity collection com-
posed of MultiUI, ChartQA, and Geo170k. To create the
MM-IFDPO dataset for preference optimization, we ran-
domly removed 33% of constraints from the MM-IFInstruct
samples to generate rejected examples. Figures 16, 17, and
18 illustrate representative samples derived from CC3M,
ALLaVA, and our diversity collection, respectively, while
Figure 19 demonstrates an example pair from the MM-
IFDPO dataset showing both preferred and rejected instruc-
tions.

E. Evaluation

E.1. Rule-based

We identified 10 constraint subcategories from our taxon-
omy of 32 that could be algorithmically verified. For these
selected constraints, we developed specialized verification
functions with targeted parameters. For efficiency, we em-
ployed large language models to analyze each constraint
specification, select the most appropriate verification func-
tion, and extract the necessary parameters. All selections
were subsequently validated through manual review to en-
sure the accuracy and quality of both the function selection
and their parameters. The prompt template used for function
selection and parameter extraction is illustrated in Figure 20,
while Table 7 provides a comprehensive overview of all
verification functions with their corresponding parameter
examples.



E.2. Compare Judge Method
Recent works[11, 28] have shown that GPT-4o has the ability
to compare two responses from models. For constraint types
lacking objective evaluation metrics (such as tone require-
ments or role imitation), we implemented a comparative
assessment method. This approach requires the model under
evaluation to generate two responses: one adhering to the
target constraint and another without the constraint. A judge
model then analyzes both outputs to determine whether sig-
nificant differences exist between them, thereby more accu-
rately assessing whether the model has successfully followed
these subjective constraints. Figure 21 illustrates the prompt
used in this comparative evaluation process.

E.3. Direct Judge Method
The Direct Judge method provides the constraint and answer
of the model under test directly to the Judge model, and its
prompt template is shown in Figure 22.



Instruction

Constraints

What might have led to the 
dog's behavior as depicted in 
this image?

1.target_audience_requirement: Your audience is a dog lover.
2.tense_requirements: Use present tense in the first paragraph and past tense in the second.
3.tone_requirement: Adopt a reassuring, empathetic tone as if consoling someone.
4.paragraph_number_limit: Your response must consist of exactly 3 paragraphs.
5.mention: Mention the term 'sorry' at least twice throughout your description.
6.highlight_requirements: Use bold for the first occurrence of the term 'aggressive behavior' in each 
paragraph.
7.wrap_up_requirement: Provide a final paragraph summarizing the key arguments.
8.perspective_requirement: Please answer the question in the second person.

Figure 7. A compose-level problem example from the MM-IFEval benchmark in the general image category.

Instruction

Constraints

Which region has the highest value of 
apple production? Give the answer, and 
analyze the reasons for the large yield of 
apples in this area.

1.precision: In the answer, plot the output in the same unit.
2.title_requirements: Provide a concise title that summarizes the main idea.
3.perspective_requirement: Give your answer from the perspective of a Mexican 
agricultural expert.
4.sentence_number_limit: Each paragraph should contain between 3 and 5 sentences.
5.unstrict_formatting_requirements: Number the reasons for your analysis.

Figure 8. A compose-level problem example from the MM-IFEval benchmark in the chart image category.



Instruction

Constraints

In triangle ABC, D is the midpoint of BC, E is the midpoint of 
AD, and F is the midpoint of CE. Given that the area of triangle 
ABC is 28 square centimeters, consider the impact of these 
midpoints on the subdivisions of the triangle. Analyze how 
these midpoints affect the areas of triangles within triangle 
ABC and provide a detailed explanation to find the area of the 
shaded region that is formed within triangle BEC and triangle 
AEC. Finally, deduce and conclude which part of the interior 
triangles contribute to the shaded area.

1.target_audience_requirement: Write your answer for a liberal arts student. You're tutoring her in math.
2.word_count_range_limit: Please write between 150 and 200 words in total.
3.paragraph_number_limit: Your response must consist of exactly 4 paragraphs.
4.sentence_number_limit: Each paragraph should contain between 3 and 5 sentences.
5.not_mention: Please do not mention the words 'formula' or 'equation' in your answer.
6.mention: Mention the word 'midpoint' at least three times throughout your description.
7.tone_requirement: Write your answer in a positive and encouraging tone, emphasizing the simplicity of the 
geometric concepts involved.

Figure 9. A compose-level problem example from the MM-IFEval benchmark in the geometry image category.

Figure 10. A perception-level problem example from the MM-IFEval benchmark in the web category.



Figure 11. A perception-level problem example from the MM-IFEval benchmark in the diagram category.

Figure 12. A perception-level problem example from the MM-IFEval benchmark in the poster category.



Figure 13. A perception-level problem example from the MM-IFEval benchmark in the finding difference category.

Figure 14. Prompt template for image generation instructions using a large language model in MM-IFEngine.



Figure 15. prompt template for integrating constraints in MM-IFEngine.



Figure 16. A sample constructed by MM-IFEngine pipeline from cc3m dataset



Figure 17. A sample constructed by MM-IFEngine pipeline from Allava dataset



Figure 18. A sample constructed by MM-IFEngine pipeline from geo170k dataset



Figure 19. A DPO training set sample, where the rejected data is obtained by removing 33% of the constraints

Figure 20. Prompt template for automated verification function selection and paramater extraction



Figure 21. Prompt template for Compare Judge Method



Figure 22. Prompt template for Direct Judge Method



Main Class Subclass Evaluation Description Example

A. Rhetoric & Logic A.1 Rhetoric requirements Compare Judge Constraint that requires the response to use a
specific rhetorical technique.

“Your output should include a metaphor.”

A.2 Logical relation Direct Judge Constraint that ensures logical cohesion within
the response by requiring specific logical con-
nectors or structures.

“Each paragraph must contain at least one cause-
and-effect relationship.”

B. Format limit

B.1 Natural language Direct Judge Constraint specifying which natural language(s)
should be used in the response.

“Please answer in Spanish.”

B.2 Part of speech Direct Judge Constraint that requires the response to use a
specific part of speech.

“Use at least three adjectives in your response.”

B.3 Sentence structure Direct Judge Constraint that specifies special sentence struc-
tures to be used in the response.

“Write each sentence so it includes a parentheti-
cal phrase.”

B.4 Tense requirements Direct Judge Constraint that specifies the use of multiple
tenses within the response.

“In past tense totally.”

B.5 Punctuation Rule-base Constraint specifying unconventional yet feasi-
ble punctuation usage in the response.

“Replace all periods with semicolons.”

B.6 Highlight Direct Judge Constraint that specifies a unique but manage-
able method for highlighting text.

“Use **bold** for every noun.”

B.7 Title requirements Direct Judge Constraint that specifies how titles should be
added to the response.

“Provide a concise title that summarizes the
main idea.”

B.8 Style requirements Compare Judge Constraint that specifies an unconventional or
distinctive writing style for the response.

“Write the answer in the form of a brief detec-
tive story.”

B.9 Case requirements Direct Judge Constraint specifying an unusual yet readable
approach to letter case in the response.

“Write all nouns in UPPERCASE and all adjec-
tives in lowercase.”

B.10 Unstrict format Direct Judge Constraint specifying a unique format for the
output while keeping it approachable.

“Format your response as a short play script
with speaker labels.”

B.11 Strict format Direct Judge Constraint that requires the response to follow a
strictly defined format.

“Please provide the output as well-formed XML
with custom tags.”

B.12 Number and List Direct Judge Constraint for using numbered or bulleted lists
in the response.

“Present all key points as a numbered list with
bulleted sub-lists.”

B.13 Wrap up Direct Judge Constraint that requires a concise, well-
structured summary or conclusion.

“Provide a final paragraph summarizing the key
arguments.”

B.14 First letter Direct Judge Constraint specifying a pattern for the first let-
ters of sentences or paragraphs.

“Each sentence should begin with a letter that
progresses through the alphabet.”

C. Text Length limit
C.1 Paragraph limit Rule-base Constraint that specifies the number of para-

graphs in the response.
“Your response must consist of exactly 4 para-
graphs.”

C.2 Sentence limit Rule-base Constraint that specifies the number of sen-
tences in each paragraph.

“Totally use 5 sentences in your response.”

C.3 Word limit Rule-base Constraint that specifies a small range for the
total number of words in the text.

“Your response must be a single word or
phrase.”

D. Math limit D.1 Precision Rule-base Constraint that specifies the level of precision
required in mathematical calculations.

“Keep two decimal places for all numbers in the
answer.”

D.2 Scientific notation Rule-base Constraint that requires the use of scientific no-
tation for large or small numbers.

“Express all numbers greater than 1,000 in sci-
entific notation.”

E. Action limit

E.1 Role imitation Compare Judge Constraint requiring the response to imitate the
tone and style of a specific role or public figure.

“Please answer in the style of a sports commen-
tator.”

E.2 Prefix and Suffix Rule-base Constraint that requires the response to begin or
end with a specific phrase or symbol.

“Please start your answer with ’Once upon a
time...’.”

E.3 Tone requirement Compare Judge Constraint specifying an emotional tone for the
response.

“Write your answer in a positive and encourag-
ing tone.”

E.4 Perspective Direct Judge Constraint that specifies a narrative perspective
for the response.

“Write your answer in the first-person singular
as a personal account.”

E.5 Target audience Compare Judge Constraint requiring the response to be tailored
for a specific audience.

“Craft your response as if explaining to high
school students.”

E.6 Situation Compare Judge Constraint requiring the response to be set in a
specific situation or scenario.

“Answer as if you are giving safety instructions
before a flight.”

E.7 Prior condition Direct Judge Constraint stating that when a specific condition
is met, the response must follow a particular
process.

“If the user requests legal advice, begin with a
disclaimer.”

F. Keyword

F.1 Mention Rule-base & Di-
rect Judge

Constraint that requires including a specific key-
word a certain number of times.

“Mention ’GreenTech’ exactly three times
throughout.”

F.2 Not mention Rule-base & Di-
rect Judge

Constraint that requires avoiding specific key-
words or phrases.

“Do not mention the words ’budget’ or ’invest-
ment’.”

F.3 Multiple mention Rule-base & Di-
rect Judge

Constraint requiring including multiple speci-
fied keywords in a balanced manner.

“Mention both ’sustainability’ and ’renewable
energy’ at least twice.”

F.4 Keyword variation Direct Judge Constraint requiring the use of synonyms or
variations of a given keyword.

“Use at least three synonyms for ’innovation’
throughout your text.”

Table 5. Constraint Categories and Evaluation Methods for MM-IFEval



Category Instruction

Descriptive Analysis

Describe the animal’s typical habitat, diet, and one unique behavioral trait.
Provide a detailed analysis of the image, including the setting, characters, and
notable objects.
Explain the activity taking place in the image.
Describe the activities of the person on the left in the image.

Emotional & Perspective
What emotions do you think the person in this image might be feeling?
Imagine you are the person on the left in the scene depicted in this image, write
a story about what you would do next.
Personify the sign in the image and express its feelings about the rule it presents.

Creative Writing

Create a short conversation between any two individuals in the scene.
Pretend this snapshot belongs to a larger story. Write a quick paragraph setting
up the next plot twist.
Use this picture as your muse. Craft a brief poem—any style—that captures the
emotion you sense.
Turn this scene into a short children’s story focusing on wonder and curiosity.
Write a short poem with two stanzas, inspired by the emotion or content depicted
in this image.

Social Media & Content

Assume this is an image you are about to post on Twitter. Please provide a short,
upbeat caption describing it.
Assume you are creating a Pinterest pin with this image. Write a short inspira-
tional or motivational caption to accompany it.
If this image were promoting an upcoming event, compose a quick announce-
ment with the date, a highlight of what to expect, and a call-to-action.

Role Play Imagine you are the photographer who took this picture. Briefly explain why
you chose to capture this particular moment and what story you hope it conveys.

Table 6. Task Pool for MM-IFEngine



Verified Function Name Function Parameters Constraint Example Parameter Example
check whether
response paragraph
number in range

lower bound:int,
upper bound:int

The number of text paragraphs be at least 3 [3, 10000]

check whether response sentence
number in range

lower bound:int,
upper bound:int

The number of sentences be exactly 3 [3, 3]

check whether each
paragraph sentence
number in range

lower bound:int,
upper bound:int

The number of sentences in each paragraph
be less than 3

[0, 2]

check whether each
paragraph sentence
number in range list

ranges:List[tuple] The number of sentences in the first para-
graph be exactly 3, and in the second para-
graph be at most 2

[[(3, 3), (1, 2)]]

check whether each
paragraph sentence
number exceeds

exceed num:int,
upper bound:int

Each new paragraph should have 1 sentence
more than the previous one, no paragraph
exceeds 7 sentences

[1, 7]

check whether
response word count in range

lower bound:int,
upper bound:int

The number of words should be between 50
and 80

[50, 80]

check whether each
paragraph word count in range

lower bound:int,
upper bound:int

The number of words in each paragraph
should be between 50 and 80

[50, 80]

check whether each
paragraph word count
in range list

ranges:List[tuple] The number of words in the first paragraph
be between 20 and 30, in the second be-
tween 50 and 80

[[(20, 30), (50, 80)]]

check whether whole
response not contain
certain substring

substring:str The response should not contain the word
”apple”

[”apple”]

check whether whole
response not contain
certain substrings

substrings:List[str] The response should not contain the words
”apple” and ”banana”

[[”apple”, ”banana”]]

check whether each
sentence begin with
certain substring

substring:str Each sentence should start with exclama-
tion point

[”!”]

check whether each
sentence end with
certain substring

substring:str Each sentence should end with ”apple” [”apple”]

check whether whole
response begin with
certain substring

substring:str The response should start with ”apple” [”apple”]

check whether whole
response end with
certain substring

substring:str The response should end with ”apple” [”apple”]

check whether keywords
metioned in range

keywords:List[str],
lower bound times:int,
upper bound times:int

The response should mention the word ”ap-
ple” at least 3 times

[[”apple”], 3, 10000]

check number precision
in response

precision:int The numbers in the response should have 2
decimal places

[2]

check whether has no
number in response

- The response should not contain any num-
ber

[]

check scientific notation
precision in response

significant digits:int The numbers in the response should have 3
significant digits

[3]

Table 7. Verification Functions for rule-based evaluation method in MM-IFEval
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