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A. Dataset Information
SA-V [9] is a large-scale video segmentation dataset de-
signed for promptable visual segmentation across diverse
scenarios. It encompasses 50.9K video clips, aggregating to
642.6K masklets with 35.5M meticulously annotated masks.
The dataset presents a challenge with its inclusion of small,
occluded, and reappearing objects throughout the videos.
The dataset is divided into training, validation, and testing
sets, with most videos allocated to the training set for ro-
bust model training. The validation set has 293 masklets
across 155 videos for model tuning, while the testing set
includes 278 masklets across 150 videos for comprehensive
evaluation.
LVOS v1 [5] is a VOS benchmark for long-term video object
segmentation in realistic scenarios. It comprises 720 video
clips with 296,401 frames and 407,945 annotations, with an
average video duration of over 60 seconds. LVOS introduces
challenging elements such as long-term object reappearance
and cross-temporal similar objects. In LVOS v1, the dataset
includes 120 videos for training, 50 for validation, and 50
for testing.
LVOS v2 [6] expends LVOS v1 and provides 420 videos
for training, 140 for validation, and 160 for testing. This
paper primarily utilizes v2, as it already includes the se-
quences present in v1. The dataset spans 44 categories,
capturing typical everyday scenarios, with 12 of these cate-
gories deliberately left unseen to evaluate and better assess
the generalization capabilities of VOS models.
MOSE [2] is a challenging VOS dataset targeted on com-
plex, real-world scenarios, featuring 2,149 video clips with
431,725 high-quality segmentation masks. These videos are
split into 1,507 training videos, 311 validation videos, and
331 testing videos.
VOST [10] is a semi-supervised video object segmentation
benchmark that emphasizes complex object transformations.
Unlike other datasets, VOST includes objects that are broken,
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torn, or reshaped, significantly altering their appearance. It
comprises more than 700 high-resolution videos, captured
in diverse settings, with an average duration of 21 seconds,
all densely labeled with instance masks.

PUMaVOS [1] is a novel video dataset designed for bench-
marking challenging segmentation tasks. It includes 24 video
clips, each ranging from 13.5 to 60 seconds (28.7 seconds
on average) at 480p resolution with varying aspect ratios.
PUMaVOS focuses on difficult scenarios where annotation
boundaries do not align with clear visual cues, such as half
faces, necks, tattoos, and pimples, commonly encountered
in video production.

YouTubeVOS-2019 [11] is a large-scale video object seg-
mentation dataset featuring 3,252 sequences with detailed
annotations at 6 FPS across 78 diverse categories, includ-
ing humans, animals, vehicles, and accessories. Each video
clip is between 3 to 6 seconds long and frequently contains
multiple objects, which have been manually segmented by
professional annotators.

DAVIS2017 [8] is a well-known benchmark dataset com-
prising 60 training videos and 30 validation videos, with
a total of 6,298 frames. It offers high-quality, pixel-level
annotations for every frame, making it a standard resource
for evaluating different VOS methods.

LaSOT [3] is a large-scale tracking dataset designed for long-
term visual object tracking. It contains 1,400 videos span-
ning 70 object categories, with an average sequence length
exceeding 2,500 frames, making it a challenging benchmark
for evaluating tracking algorithms. LaSOText[4] is an ex-
tension of LaSOT, featuring a subset of 15 categories with
150 videos.

GOT-10k [7] is a large-scale generic object tracking dataset
that covers over 10,000 video sequences, spanning more
than 560 object classes. It provides strict one-shot evaluation
settings and diverse real-world tracking scenarios, making
it a widely used benchmark for developing and assessing
tracking models.
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δiou SAM 2 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
SA-V 76.3 80.0 80.7 80.6 80.8 80.7 81.0 80.6 80.8 80.0 77.8
LVOS 83.0 84.0 85.1 85.6 85.4 85.4 85.1 85.6 85.2 84.1 83.5

Table 1. Ablation study on IoU threshold δiou.

δconf SAM 2 0 1 2 3 4 5
SA-V 76.3 80.4 80.4 80.8 80.8 79.7 78.8
LVOS 83.0 84.4 84.6 85.4 85.2 84.1 83.9

Table 2. Ablation study on uncertainty threshold δconf.

[wlow, whigh] SAM 2 [0.6, 1.4] [0.7, 1.3] [0.8, 1.2] [0.9, 1.1] [0.95, 1.05] [1, 1]

SA-V 76.3 77.1 79.3 79.8 80.4 80.8 80.5
LVOS 83.0 77.0 78.8 82.9 85.0 85.4 84.9

Table 3. Ablation study on modulation weight [wlow, whigh].

SA-V val Single-object Multi-object Overall
# of seq 73 82 155
SAM 2.1 79.0 78.4 78.6
SAM2.1Long 80.6 (1.6% ↑) 81.3 (2.9% ↑) 81.1 (2.5% ↑)

Table 4. Performance comparison on single-object sequence and multi-object sequence. SAM2Long performs exceptionally well in both
single-object and multi-object cases.

B. More Ablation Study

Iou Threshold δiou. The choice of the IoU threshold δiou
is crucial for selecting frames with reliable object cues. As
shown in Table 1, setting 0.1 ≥ δiou ≥ 0.7 yields the compet-
itive J&F , indicating an effective trade-off between filter-
ing out poor-quality frames and retaining valuable segmenta-
tion information. In contrast, setting no quality requirement
for masks (δiou = 0) lowers the score to 80.0, as unreliable
frames with poor segmentation harm SAM 2. Conversely, an
overly strict selection (δiou ≥ 0.8) further degrades perfor-
mance by excluding important neighboring frames, forcing
the model to rely on distant frames as memory.
Uncertainty Threshold δconf. The uncertainty threshold
δconf controls the selection of hypotheses under uncertain
conditions. Our results in Table 2 indicate that setting δconf
to 2 provides the highest J&F score, indicating an optimal
level for uncertainty handling. Lower values (e.g., 0) lead to
suboptimal performance by committing to incorrect segmen-
tations, causing error propagation. Higher values (e.g., 4) do
not improve performance, indicating that beyond a certain
threshold, the model efficiently relies on top-scoring masks
without needing additional diversity.
Memory Attention Modulation [wlow, whigh]. We explore
the effect of modulating the attention weights for memory
entries using different ranges in Table 3. The configura-
tion [1, 1] means no modulation is applied. We find that
the configuration of [0.95, 1.05] achieves the best perfor-

mance while increasing the modulation range decreases per-
formance. This result indicates that slight modulation suffi-
ciently emphasizes reliable memory entries.

C. More Quantitive Comparion
In this section, we present a detailed comparison of SAM2.1
and SAM2Long across single-object and multi-object se-
quences, as shown in Table 4. Our experiments demon-
strate that SAM2Long outperforms SAM2.1 in both single-
object and multi-object scenarios. Specifically, SAM2Long
achieves a 1.6% improvement in single-object sequences, a
2.9% improvement in multi-object sequences, and an overall
2.5% enhancement in performance. These results highlight
SAM2Long’s robustness and effectiveness in various video
segmentation tasks.

D. More Visualization
We present additional comparisons between SAM2 and
SAM2Long in Figure 1. SAM2Long significantly reduces
segmentation errors, showing improved accuracy and consis-
tency in object tracking across frames. Notably, in the Fast
& Furious movie scene, SAM2Long successfully tracks the
green car, even under challenging dynamic camera move-
ments. Overall, SAM2Long offers substantial improvements
over SAM2, especially in handling object occlusion and
reappearance, leading to better performance in long-term
video segmentation tasks.
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Figure 1. Qualitative comparison between SAM 2 and SAM2Long, with GT (Ground Truth) provided for reference. The last row shows an
in-wild case. Best viewed when zoomed in.
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