
Supplementary Material For INTER: Mitigating Hallucination in Large
Vision-Language Models by Interaction Guidance Sampling

1. Details of the Benchmarks
POPE. The Polling-based Object Probing Evaluation
(POPE) [15] utilizes images sampled from several datasets,
including MSCOCO [17], A-OKVQA [22], and GQA [12].
Every question in POPE is ”Is there a <object> in the
image?”. For each dataset, it incorporates random, pop-
ular, and adversarial question sampling strategies to sam-
ple <object> and create three partitions. Random repre-
sents randomly selecting an object from the candidate ob-
ject set. Popular means selecting the objects that occur more
frequently. Adversarial refers to select objects that have a
high co-occurrence frequency with the objects in the image.
Therefore, the adversarial partition is the most challenging,
as hallucinations are often caused by a high co-occurrence
frequency between objects.

MME. MME [8] evaluates LVLMs using 14 subtasks
from the perspectives of perception and cognition. There
are four subtasks for the evaluation of the cognition ability,
including commonsense reasoning, numerical calculation,
text translation, and code reasoning. The remaining sub-
tasks are used to evaluate perceptual abilities from the per-
spectives of coarse grained recognition, fine grained recog-
nition, and OCR. Each image corresponds to two ques-
tions with opposing answers. For each subtask, the score
of LVLMs is represented by the proportion of all questions
answered correctly, as well as the proportion of both ques-
tions for each image answered correctly.

MM-Bench. MM-Bench [20] employs 20 subtasks to
evaluate LVLMs in detail. These 20 subtasks are further
divided into six perspectives: ‘Coarse Perception (CP)’,
‘Cross-instance Fine-grained Perception (FP-C)’, ‘Single-
instance Fine-grained Perception (FP-S)’, ‘Attribute Rea-
soning (AR)’, ‘Logic Reasoning (LR)’, and ‘Relation Rea-
soning (RR)’. For each sample, MM-Bench sets several op-
tions and requires the LVLMs to return one of them. The
template for each question is ‘Answer with the option’s
letter from the given choices directly.’. More importantly,
MM-Bench creates questions with the same content but dif-
fering option sequences by repeatedly rotating the order of
them. Then, for each sample, the accuracy across all orders
is collected, and if all are answered correctly, the LVLMs
score for that sample. Therefore, MM-Bench’s evaluation

of LVLMs is more rigorous and is not influenced by the or-
der of the options.

MMStar. Like MM-Bench, MMStar [3] also estab-
lishes multiple subtasks and categorizes them into six per-
spectives: ‘Coarse Perception (CP)’, ‘Fine-Grained Percep-
tion (FP)’, ‘Instance Reasoning (IR)’, ‘Logical Reasoning
(LR)’, ‘Science & Technology (ST)’ and ‘Math (MA)’. Ev-
ery aspect have three subtasks. But the difference is that
MMStar uses a four-tier filtering mechanism to select 1,500
elite samples from an initial pool of 22,401 samples. Each
sample strictly adheres to three criteria during the filter-
ing process: it must rely on visual content comprehension,
cover a broad range of ability dimensions, and require ad-
vanced multimodal reasoning capabilities. Therefore, using
MMStar for evaluation can better reflect the capabilities of
LVLMs.

CHAIR. CHAIR [21] has established two metrics,
CHAIRS and CHAIRI , to assess the degree of hallu-
cination in the generated responses. Where CHAIRS =
|{captions with hallucinated objects}|

|{all captions}| indicates the degree of
hallucination at the sentence level, while CHAIRI =
|{hallucinated objects}|
|{all mentioned objects}| represents the degree of hallucina-
tion at the object level. Following previous work, we ran-
domly sampled 500 samples and used ‘Please describe this
image in detail.’ to guide the LVLMs in generating captions
for the images.

2. Result on InternVL2.5-MPO
In order to further demonstrate the effectiveness of INTER,
we conducted a comparison on the current state-of-the-art
LVLM InternVL2.5-MPO (8B) [4]. As shown in Tab. 1, the
performance of INTER is superior to the baseline methods
across various benchmarks. Moreover, ‘Nucleus+INTER’
performs better than VCD [6] across all benchmarks, while
‘Beam+INTER’ also performs better than OPERA [11].

3. Ablation Study on Interaction Guide Loca-
tor.

In addition to the effectiveness analysis of the Interaction
Guide Locator based on Beam Search [2, 9, 24], we also
conducted ablation experiments on various decoding strate-



model benchmark Nucleus Nucleus+INTER Beam Beam+INTER VCD* VCD*+INTER OPERA†

InternVL2.5-MPO (8B)
[19]

MME (Total Score) [8] ↑ 2175.7 2204.8 2298.3 2316.4 2189.2 2209.9 2299.7
POPE (MSCOCO) [16] ↑ 85.7 89.2 88.7 89.3 88.6 88.5 88.9

MM-Bench [20] ↑ 80.1 81.5 84.4 84.6 80.8 81.6 84.4
MMStar [3] ↑ 60.8 62.5 63.0 63.9 61.9 63.3 63.5

CHAIR (CS+CI ) [21] ↓ 25.2 21.6 23.6 19.7 25.5 25.9 22.0
LLaVA-Bench [18] ↑ 9.5 11.9 9.3 12.5 10.1 11.2 10.5

Table 1. Validation of INTER on the state-of-the-art LVLM InternVL2.5-MPO [4]. * and † represent correction based on Nucleus
Sampling and Beam Search.

method
InstructBLIP

[5]
LLaVA-v1.5

[19]
mPLUG-owl2

[29]
◦Nucleus+IPM 1569.7 1690.9 1640.6
•Nucleus+INTER 1595.5 1731.6 1641.7
◦Beam+IPM 1556.2 1648.6 1623.0
•Beam+INTER 1562.2 1744.0 1716.1
◦VCD*+IPM 1583.6 1700.0 1620.1
•VCD*+INTER 1605.0 1749.6 1626.2
◦OPERA†+IPM 1553.5 1720.8 1625.7
•OPERA†+INTER 1567.0 1727.4 1741.7

Table 2. Ablation Study on Interaction Guide Locator (IGL).

Max Token Max Token

Figure 1. Parameter analysis of k in Interaction Guide Locator.
Evaluation of CI and CS after using different k to guide Beam
Search [2, 9, 24] on various lengths on CHAIR [21].

gies for IGL. As shown in Tab. 2, we evaluated the perfor-
mance improvement brought by IGL on MME [8]. It can be
observed that the performance significantly decreases with-
out IGL across all decoding strategies, suggesting that IGL
identifies the positions of keywords, preventing the exces-
sive guidance of interactions, thereby effectively improving
performance.

4. Parameter Analysis of Interaction Guide
Locator.

Through experiments on CHAIR [21] and MME [8] bench-
marks, we analyze how the interaction guidance coefficient
k affects the performance of INTER.

As shown in Fig. 1, varying k values lead to significantly
different behaviors in LLaVA-v1.5. When k = 0.0 which
applies the Interaction Probability Modifier at all decoding
steps, we observe reduced hallucination for short sequences
after using INTER. However, this approach harms perfor-
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Figure 2. Parameter analysis of k on MME [8]. Each value
represents total score of using INTER on Beam Search [2, 9, 24].

method
InstructBLIP

[5]
LLaVA-v1.5

(7B) [19]
Qwen-VL

[1]
mPLUG-owl2

[29]
◦Nucleus [10] 77.0 79.1 76.1 76.8
•Nucleus+INTER 81.9 84.3 81.9 80.2
◦Greedy [23] 81.3 85.1 79.4 80.9
•Greedy+INTER 82.2 85.2 81.4 80.9
◦Beam [2, 9, 24] 81.4 84.7 79.7 80.2
•Beam+INTER 83.3 84.7 81.2 81.0
◦VCD* [6] 80.6 82.7 82.3 79.7
•VCD*+INTER 80.9 83.6 82.0 79.5
◦OPERA† [11] 81.3 84.9 79.8 80.4
•OPERA†+INTER 82.5 85.8 83.1 81.1

Table 3. Evaluating the performance of INTER’s correction
on four decoding strategies by the mean F1-score across various
partitions of GQA [12]. Higher values are better.

mance in longer sequences due to unnecessary modifica-
tions at non-critical positions, as evidenced by the perfor-
mance drop compared to k = 1.0.

Fig. 2 reveals model-dependent optimal k values. On
MME, InstructBLIP achieves peak performance at k =
1.3, beyond which excessive adjustment suppression causes
gradual performance degradation. This suggests a balance
between necessary corrections and interference avoidance.

5. Result on POPE

In this subsection, we evaluate the performance of the pro-
posed INTER on the GQA [12] dataset within the POPE
benchmark. The results, as shown in the Tab. 3, indicate that
significant performance improvements across four models.
Furthermore, these enhancements are consistent with the re-
sults on the MSCOCO [17] and AOKVQA [22] datasets,
further validating the effectiveness and robustness of our



approach.

6. Result on MME

In addition to demonstrating the performance improve-
ments brought by INTER across various decoding strategies
in 14 subtasks, we also conducted comparisons in terms of
the total score and perception total score of MME [8]. As
shown in Tab. 4, after correction with INTER, there was a
maximum increase of over 343.7 points in the total score
compared to Nucleus Sampling, and a maximum increase
of over 311.2 points in the perception total score. Further-
more, it can be observed that there is a certain degree of
improvement across different models and decoding strate-
gies, indicating the effectiveness of INTER.

7. Result on MM-Bench

To illustrate the improvement of INTER on MM-Bench in
more detail, we present the performance of each subtask in
Tabs. 5, 14 and 15. As we can see, using INTER results in
an improvement across various metrics. In addition, to val-
idate the performance of INTER across different LVLMs,
Tab. 6 presents the performance on mPLUG-owl2. It can
be observed that there is a high consistency with LLaVA-
v1.5, and INTER brings a certain degree of enhancement.
Finally, detailed results of mPLUG-owl2 at each subtasks
are also presented in Tabs. 16 and 17.

8. Result on MMStar

Likewise, to assess the effectiveness of INTER on MMStar,
we also present the performance of each subtask on LLaVA-
v1.5 (7B) [19] in Tabs. 7, 18 and 19. The results indicate
that our approach achieves good performance across most
subtasks. Although there is no improvement of the correc-
tion effects on VCD [6] and OPERA [11] in the ‘Math’, the
correction results using INTER for ‘Nucleus’ outperform
those of VCD, and the performance on Beam Search is bet-
ter than OPERA.

In addition, we conducted comparative experiments on
MMStar using mPLUG-owl2 in Tabs. 8, 20 and 21, and the
results show that our method has a certain corrective effect
across different LVLMs.

9. Result on Greedy Search

In Tabs. 3 to 8, 10, 11 and 14 to 21, we demonstrated the
effectiveness of INTER in correcting the Greedy Search
across various benchmarks. It is evident that there is a sig-
nificant improvement across different benchmarks, indicat-
ing that our method INTER exhibits generalization capabil-
ities in correcting various decoding strategies.

10. Result on LLaVA-Bench

To more intuitively demonstrate the performance of INTER,
detailed case studies were conducted using LLaVA-Bench.
In Figs. 5 to 7, examples of the captioning and complex rea-
soning task for each model are presented. The hallucination
parts are highlighted in red.

In addition to case study, we also assessed the accuracy
and detailedness of responses generated by various methods
on the LLaVA-Bench dataset using GPT-4o [14]. As shown
in the Fig. 4, the answers generated after applying INTER
calibration received higher scores. The template of prompt
is shown in Fig. 3.

11. Computation Efficiency

Similar to VCD [6], which require additional forward
passes, INTER also necessitates extra inference to compute
the logits under different subsets of A. While INTER in-
creases the total number of forward passes, the actual run-
time overhead remains negligible due to the capability of
compressing all subset evaluations into a single batch.

12. Comparison with Other Methods.

We conducted experiments with M3ID [7], Ritual [26] and
SID [13] in Tab. 9. The results demonstrate that our INTER
achieves comparable performance among compared meth-
ods.

13. Performance on Other Types of Tasks or
Different LVLMs.

We conducted experiments with DeepSeek-VL2 [27] on the
visual grounding task. As shown in Tab. 12, results show
that the INTER boosts the model performance on this task.

14. The Range of the Harsanyi dividend.

The value range of I(A)yt could be influenced by several
factors, e.g., benchmarks, LVLMs, etc. These complexi-
ties make it challenging to establish a theoretical bound for
its value range. Nevertheless, we conducted experiments
to empirically assess the distribution of I(A)yt in Tab. 13.
Moreover, when I(A)yt is negative, we consider that such
interaction effects may hinder sampling this candidate to-
ken, which is considered similarly in prior studies [25, 31].
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method
InstructBLIP [5] LLaVA-v1.5 (7B) [19] Qwen-VL [1] mPLUG-owl2 [29]

Perception
Total Total

Perception
Total Total

Perception
Total Total

Perception
Total Total

◦Nucleus [10] 984.4 1251.8 1279.2 1502.2 1216.6 1465.6 1266.3 1573.5
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Table 4. The total scores and perceptual total scores on MME [8]. ↑ means that higher values indicate lower hallucination levels.
Results showed that the addition of INTER led to a certain degree of mitigating hallucinations for all deocding strategies.

GPT-4o  Prompt

You are an AI tasked with evaluating and scoring the performance of two AI assistants in describing a specified image. Your evaluation
will primarily focus on accuracy and detail in their descriptions. Accuracy will be assessed by identifying any hallucinations—elements
of the description that do not align with the image and the related question. For detail, consider how comprehensive and rich the response
is, excluding any hallucinated content. You will score each assistant on a scale from 1 to 10 based on these criteria. After scoring, you will
provide an unbiased explanation of your evaluations, ensuring that your analysis is not influenced by the order in which the responses are
presented.

Input format:
[Assistant 1]
{Response 1}
[End of Assistant 1]
[Assistant 2]
{Response 2}
[End of Assistant 2]

Output format：
Accuracy: <Scores of the two responses>
Reason: 
Detailedness: <Scores of the two responses>
Reason: 

Figure 3. Prompts of GPT-4o [14] for evaluations.
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Figure 4. Evaluating accuracy and detailedness on response of
60 Image-Text pairs in LLaVA-Bench [18] using GPT-4o [14].
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Figure 5. Case study on LLaVA-v1.5 through LLaVA-Bench. Hallucinations are marked in red.



Figure 6. Case study on mPLUG-owl2 through LLaVA-Bench. Hallucinations are marked in red.



Figure 7. Case study on InstructBLIP through LLaVA-Bench. Hallucinations are marked in red.



method Overall AR CP FP-C FP-S LR RR
◦Nucleus [10] 57.3 50.0 73.0 48.8 58.1 44.7 52.6
•Nucleus+INTER 62.6 57.0 76.4 52.0 65.0 48.3 63.2
◦Greedy [23] 65.2 58.4 77.8 55.3 69.3 50.7 64.7
•Greedy+INTER 65.2 58.4 77.8 55.3 69.3 50.7 64.7
◦Beam [2, 9, 24] 65.1 57.8 77.8 55.3 69.3 50.7 64.7
•Beam+INTER 65.1 58.1 77.8 55.3 69.3 50.7 64.7
◦VCD* [6] 62.5 54.7 77.5 53.4 64.9 48.5 60.5
•VCD*+INTER 62.9 54.7 77.6 52.3 66.0 47.6 65.0
◦OPERA† [11] 65.0 57.8 77.8 55.3 69.0 50.7 64.7
•OPERA†+INTER 65.0 57.8 77.9 55.1 69.0 50.7 64.7

Table 5. Validation of INTER on MM-Bench [20] using
LLaVA-v1.5 (7B) [19].

method Overall AR CP FP-C FP-S LR RR
◦Nucleus [10] 57.0 51.1 72.2 41.5 59.9 44.6 55.3
•Nucleus+INTER 61.4 57.6 74.4 41.7 62.8 46.9 60.8
◦Greedy [23] 63.5 55.4 77.5 52.2 65.8 49.1 70.7
•Greedy+INTER 62.3 56.3 75.7 49.3 65.3 49.3 64.7
◦Beam [2, 9, 24] 63.5 55.4 77.5 52.2 65.8 49.8 69.2
•Beam+INTER 63.7 55.6 77.5 52.4 65.9 49.8 70.7
◦VCD* [6] 59.2 52.1 75.1 43.7 62.1 45.9 59.0
•VCD*+INTER 59.5 53.6 74.1 44.3 62.4 48.0 58.3
◦OPERA† [11] 63.4 55.4 77.5 52.2 65.8 49.1 69.2
•OPERA†+INTER 63.6 55.4 77.5 52.3 65.7 49.8 70.9

Table 6. Validation of INTER on MM-Bench [20] using
mPLUG-owl2 [29].

method Avg. CP FP IR LR ST MA
◦Nucleus [10] 29.3 52.8 22.4 38.0 22.8 17.6 22.4
•Nucleus+INTER 31.9 58.0 29.8 39.4 27.6 15.4 22.8
◦Greedy [23] 30.7 59.2 24.8 40.0 27.2 13.6 19.6
•Greedy+INTER 31.9 55.2 29.2 45.2 29.2 15.2 17.6
◦Beam [2, 9, 24] 31.1 58.4 22.8 40.4 28.8 14.8 21.2
•Beam+INTER 31.7 54.8 30.4 44.0 26.0 18.4 16.4
◦VCD* [6] 30.3 54.4 24.4 38.0 26.0 16.8 22.4
•VCD*+INTER 31.1 55.6 26.8 40.0 28.8 15.2 20.4
◦OPERA† [11] 31.4 59.2 23.6 40.8 28.8 14.8 21.2
•OPERA†+INTER 32.9 56.8 30.0 42.4 28.8 18.8 20.8

Table 7. Validation of INTER on MMStar [3] using LLaVA-
v1.5 (7B) [19].
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method
InstructBLIP [5] LLaVA-v1.5 (7B) [19] Qwen-VL [1] mPLUG-owl2 [29]
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Table 10. Evaluating the performance of INTER’s correction on Greedy Search [23] by the mean F1-score across various partitions of
two datasets in POPE [16]. Higher values are better.
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CS CI CS CI CS CI
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Table 11. Evaluating the effectiveness of INTER in correcting
Greedy Search using LLaVA-v1.5 on CHAIR [21], with a maxi-
mum token length of 64 and 512. A smaller value indicates a lower
degree of hallucinations.
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Datasets Order
InstructBLIP [5] LLaVA-v1.5 [19] Qwen-VL [1] mPLUG-owl2 [28]

Mean
Absolute Value Range

Mean
Absolute Value Range

Mean
Absolute Value Range

Mean
Absolute Value Range

MME [8] I (A| {v, p})yt 0.80 [-9.8, 5.7] 0.59 [-13.8, 5.3] 2.10 [-16.1, 10.0] 0.07 [-20.4, 27.8]
I (A| {p, v})yt 4.07 [-7.4, 22.8] 0.59 [-13.8, 9.3] 1.93 [-10.6, 8.2] 0.07 [-16.5, 10.2]

CHAIR [21] I (A| {v, p})yt 0.60 [-16.5, 14.2] 0.06 [-3.3, 3.9] 0.56 [-17.8, 12.4] 0.16 [-8.0, 7.7]
I (A| {p, v})yt 0.60 [-3.3, 3.9] 0.06 [-3.3, 3.9] 0.94 [-25.4, 8.1] 0.16 [-7.9, 7.5]

Table 13. The range of the metric I(A)yt .

Coarse Perception (CP) Cross-instance Fine-grained Perception (FP-C) Single-instance Fine-grained Perception (FP-S)

method
Image

Emotion
Image
Topic

Image
Scene

Image
Style

Image
Quality

Action
Recognition

Attribute
Comparision

Spatial
Realtionship

Celebrity
Recognition

Object
Localization

Attribute
Recognition OCR

◦Nucleus [10] 71.0 76.4 94.1 66.5 24.7 82.3 44.0 11.9 75.5 25.7 73.5 53.2
•Nucleus+INTER 77.5 80.7 96.1 70.8 25.3 84.7 51.1 13.0 80.1 35.2 81.4 59.0
◦Greedy [23] 78.0 81.4 96.1 75.5 28.0 87.0 53.2 18.6 81.8 44.8 86.0 59.0
•Greedy+INTER 78.0 81.4 96.1 75.5 28.0 87.0 53.2 18.6 81.8 44.8 86.0 59.0
◦Beam [2, 9, 24] 78.0 81.4 96.1 75.5 28.0 87.0 53.2 18.6 81.8 44.8 86.0 59.0
•Beam+INTER 78.0 81.4 96.1 75.5 28.0 87.0 53.2 18.6 81.8 44.8 86.0 59.0
◦VCD* [6] 77.0 81.4 96.1 77.0 25.3 86.1 49.0 17.5 78.3 37.1 81.8 58.3
•VCD*+INTER 77.0 82.1 96.1 75.0 28.0 84.7 48.9 15.8 80.3 37.8 81.1 60.9
◦OPERA† [11] 78.0 81.4 96.1 75.5 28.0 87.0 53.2 18.6 81.8 43.5 86.0 59.0
•OPERA†+INTER 78.0 81.4 96.1 75.9 28.0 87.0 53.2 17.9 81.8 43.5 86.0 59.0

Table 14. Evaluating the performance of INTER on MM-Bench [20] using LLaVA-v1.5 (7B) [19], focusing on coarse perception and
fine-grained perception subtasks.

Attribute Reasoning (AR) Logic Reasoning (LR) Relation Reasoning (RR)

method
Physical
Property

Function
Reasoning

Nature
Relation

Future
Prediction

Structuralized Image
-Text Understanding

Identity
Reasoning

Social
Relation

Physical
Relation

◦Nucleus [10] 39.3 68.8 31.3 31.5 20.6 93.2 72.1 17.0
•Nucleus+INTER 44.3 77.3 38.0 39.2 24.1 93.8 85.5 22.3
◦Greedy [23] 43.8 82.9 34.6 41.5 27.0 95.5 86.1 25.5
•Greedy+INTER 43.8 82.9 34.6 41.5 27.0 95.5 86.1 25.5
◦Beam [2, 9, 24] 43.8 81.6 34.6 41.5 27.0 95.5 86.1 25.5
•Beam+INTER 43.8 82.2 34.6 41.5 27.0 95.5 86.1 25.5
◦VCD* [6] 41.1 73.7 39.1 40.0 23.1 95.5 83.7 18.1
•VCD*+INTER 41.1 73.7 39.1 39.2 23.4 92.6 88.4 22.3
◦OPERA† [11] 43.8 81.6 34.6 41.5 27.0 95.5 86.1 25.5
•OPERA†+INTER 43.8 81.6 34.6 41.5 27.0 95.5 86.1 25.5

Table 15. Evaluating the performance of INTER on MM-Bench [20] using LLaVA-v1.5 (7B) [19], focusing on attribute reasoning,
logic reasoning and relation reasoning subtasks.

2016, Proceedings, Part II 14, pages 69–85. Springer, 2016.
9

[31] Hao Zhang, Yichen Xie, Longjie Zheng, Die Zhang, and
Quanshi Zhang. Interpreting multivariate shapley interac-
tions in dnns. In Proceedings of the AAAI Conference on
Artificial Intelligence, pages 10877–10886, 2021. 3



Coarse Perception (CP) Cross-instance Fine-grained Perception (FP-C) Single-instance Fine-grained Perception (FP-S)

method
Image

Emotion
Image
Topic

Image
Scene

Image
Style

Image
Quality

Action
Recognition

Attribute
Comparision

Spatial
Realtionship

Celebrity
Recognition

Object
Localization

Attribute
Recognition OCR

◦Nucleus [10] 70.5 75.7 94.1 67.5 18.7 70.7 27.7 17.0 79.8 24.4 70.5 62.8
•Nucleus+INTER 71.0 77.0 96.1 73.1 19.3 71.2 29.1 15.9 81.1 29.2 73.9 65.4
◦Greedy [23] 76.0 76.4 97.1 81.1 22.7 77.7 46.8 25.4 82.8 34.6 73.9 71.8
•Greedy+INTER 76.0 73.6 96.1 83.0 12.0 79.5 41.8 18.6 81.8 28.6 80.3 71.8
◦Beam [2, 9, 24] 76.0 76.4 97.1 81.1 22.7 77.7 46.8 25.4 82.8 34.6 73.9 71.8
•Beam+INTER 76.0 76.4 97.1 81.1 22.7 77.7 47.1 26.0 82.8 34.7 74.1 71.8
◦VCD* [6] 71.5 79.3 96.3 75.9 17.3 72.6 32.6 17.5 79.8 26.7 75.0 66.7
•VCD*+INTER 72.5 73.6 96.0 78.8 10.7 74.9 33.3 15.8 81.3 25.2 75.4 68.0
◦OPERA† [11] 76.0 76.4 97.1 81.1 22.7 77.7 46.8 25.4 82.8 34.6 73.9 71.8
•OPERA†+INTER 76.0 76.4 97.0 81.1 22.7 78.0 46.8 25.4 82.7 34.6 73.9 71.8

Table 16. Evaluating the performance of INTER on MM-Bench [20] using mPLUG-owl2 [29], focusing on coarse perception and
fine-grained perception subtasks.

Attribute Reasoning (AR) Logic Reasoning (LR) Relation Reasoning (RR)

method
Physical
Property

Function
Reasoning

Nature
Relation

Future
Prediction

Structuralized Image
-Text Understanding

Identity
Reasoning

Social
Relation

Physical
Relation

◦Nucleus [10] 32.4 75.3 33.0 36.2 18.8 92.1 73.3 22.3
•Nucleus+INTER 33.3 76.6 36.3 40.0 20.9 93.8 79.1 26.9
◦Greedy [23] 33.3 82.2 36.9 45.4 23.1 93.8 88.4 38.3
•Greedy+INTER 36.1 79.1 41.3 46.9 21.3 96.0 86.1 25.5
◦Beam [2, 9, 24] 33.3 82.2 36.9 45.4 24.5 93.8 88.4 34.0
•Beam+INTER 33.9 82.2 36.9 45.4 24.5 93.8 88.4 38.2
◦VCD* [6] 32.0 75.3 37.4 36.9 20.9 92.6 77.3 25.5
•VCD*+INTER 34.3 76.0 39.3 43.9 20.2 95.5 79.1 20.2
◦OPERA† [11] 33.3 82.2 36.9 45.4 23.1 93.8 88.4 34.0
•OPERA†+INTER 33.8 82.1 36.9 45.4 24.5 93.8 88.9 38.3

Table 17. Evaluating the performance of INTER on MM-Bench [20] using mPLUG-owl2 [29], focusing on attribute reasoning, logic
reasoning and relation reasoning subtasks.

Coarse Perception (CP) Fine-grained Perception (FP) Instance Reasoning (IR)

method
Image Scene

& Topic
Image Style
& Quality

Image
Emotion

Object
Counting Recognition Localization Single-Instance

Reasoning
Cross-Instance

Attribute Reasoning
Cross-Instance

Relation Reasoning
◦Nucleus [10] 45.4 66.7 51.6 17.4 25.4 25.0 56.6 29.2 21.0
•Nucleus+INTER 48.2 73.1 58.1 25.0 37.3 27.5 51.5 33.7 32.3
◦Greedy [23] 48.9 74.4 67.7 20.7 29.7 20.0 52.5 31.5 32.3
•Greedy+INTER 48.2 66.7 58.1 32.6 27.1 27.5 56.6 34.8 41.9
◦Beam [2, 9, 24] 48.9 71.8 67.7 21.7 25.4 17.5 51.5 28.1 40.3
•Beam+INTER 47.5 69.2 67.7 26.1 27.1 27.5 56.6 28.1 41.9
◦VCD* [6] 44.0 70.5 61.3 27.2 22.9 22.5 48.5 32.6 29.0
•VCD*+INTER 47.5 70.5 54.8 26.1 28.8 22.5 52.5 31.5 32.3
◦OPERA† [11] 49.6 73.1 67.7 22.8 26.3 17.5 52.5 31.5 35.5
•OPERA†+INTER 45.4 71.8 67.7 31.5 31.4 20.0 56.6 31.5 37.1

Table 18. Evaluating the performance of INTER on MMStar [3] using LLaVA-v1.5 (7B) [19], focusing on coarse perception, fine-
grained perception and instance reasoning substasks.



Logit Reasoning (LR) Science and Technology (ST) Math (MA)

method
Code Sequence

Reasoning
Diagram

Reasoning
Common
Reasoning

Biology
&Chemistry
& Physics

Electronics
& Energy

& Mechanical eng.

Geography
& Earth Science
& Agriculture

Geometry Numeric Commonsense
& Calculation

Statistical
Reasoning

◦Nucleus [10] 23.1 19.1 26.7 16.7 20.5 20.7 19.8 33.3 27.7
•Nucleus+INTER 25.6 19.1 34.7 16.0 17.9 20.7 30.2 31.3 19.3
◦Greedy [23] 23.1 22.7 33.7 12.5 15.4 17.2 25.6 27.1 16.9
•Greedy+INTER 23.1 21.8 39.6 15.3 10.3 20.7 17.4 18.8 24.1
◦Beam [2, 9, 24] 33.3 24.5 31.7 13.2 12.8 22.4 25.6 31.3 19.3
•Beam+INTER 35.9 21.8 32.7 16.0 25.6 27.6 24.4 27.1 22.9
◦VCD* [6] 20.5 20.0 34.7 18.1 15.4 17.2 27.9 20.8 26.5
•VCD*+INTER 23.1 23.6 36.6 17.4 7.7 17.2 17.4 27.1 27.7
◦OPERA† [11] 33.3 24.5 31.7 13.2 12.8 22.4 25.6 31.3 19.3
•OPERA†+INTER 35.9 21.8 31.7 15.3 25.6 27.6 23.3 27.1 22.9

Table 19. Evaluating the performance of INTER on MMStar [3] using LLaVA-v1.5 (7B) [19], focusing on logit reasoning, science
technology and math capability substasks.

Coarse Perception (CP) Fine-grained Perception (FP) Instance Reasoning (IR)

method
Image Scene

& Topic
Image Style
& Quality

Image
Emotion

Object
Counting Recognition Localization Single-Instance

Reasoning
Cross-Instance

Attribute Reasoning
Cross-Instance

Relation Reasoning
◦Nucleus [10] 43.9 56.4 64.5 27.2 24.6 20.0 49.5 28.1 41.9
•Nucleus+INTER 47.5 58.9 70.9 31.5 27.9 15.0 53.5 31.5 30.6
◦Greedy [23] 46.1 59.0 71.0 26.1 30.5 12.5 53.5 30.3 33.9
•Greedy+INTER 48.9 61.5 67.7 33.7 29.7 20.0 55.6 32.6 35.5
◦Beam [2, 9, 24] 45.4 57.7 70.9 27.2 29.7 12.5 53.5 29.2 41.9
•Beam+INTER 46.1 57.7 70.9 28.2 26.3 10.0 53.5 28.1 32.3
◦VCD* [6] 46.8 58.9 64.5 27.2 28.2 20.0 46.5 28.1 30.6
•VCD*+INTER 47.5 56.4 67.7 28.3 24.6 22.5 51.5 30.3 33.9
◦OPERA† [11] 45.4 58.9 70.9 27.2 29.7 15.0 53.5 29.2 40.3
•OPERA†+INTER 46.1 57.7 70.9 28.3 26.3 10.0 53.5 28.1 33.9

Table 20. Evaluating the performance of INTER on MMStar [3] using mPLUG-owl2 [29], focusing on coarse perception, fine-grained
perception and instance reasoning substasks.

Logit Reasoning (LR) Science and Technology (ST) Math (MA)

method
Code Sequence

Reasoning
Diagram

Reasoning
Common
Reasoning

Biology
&Chemistry
& Physics

Electronics
& Energy

& Mechanical eng.

Geography
& Earth Science
& Agriculture

Geometry Numeric Commonsense
& Calculation

Statistical
Reasoning

◦Nucleus [10] 25.6 21.8 34.7 15.1 21.7 20.7 22.4 22.9 22.1
•Nucleus+INTER 12.8 18.2 42.6 19.2 36.9 24.1 19.8 20.8 26.7
◦Greedy [23] 30.8 24.6 32.7 11.0 8.7 17.2 18.1 25.0 19.8
•Greedy+INTER 20.5 24.6 41.6 15.8 23.9 15.5 19.0 27.1 31.4
◦Beam [2, 9, 24] 25.6 25.5 33.7 11.6 6.5 17.2 18.9 25.0 27.9
•Beam+INTER 25.6 24.5 36.6 12.3 15.2 17.2 19.8 22.9 26.7
◦VCD* [6] 28.2 20.9 29.7 23.3 10.9 13.8 23.3 33.7 33.7
•VCD*+INTER 17.9 25.5 44.6 15.8 21.7 17.2 25.0 27.1 29.1
◦OPERA† [11] 25.6 23.6 34.7 11.6 6.5 17.2 19.0 25.0 24.4
•OPERA†+INTER 25.6 25.5 35.6 13.0 17.4 17.2 21.6 25.0 26.7

Table 21. Evaluating the performance of INTER on MMStar [3] using mPLUG-owl2 [29], focusing on logit reasoning, science,
technology, and math capability subtasks.
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