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In the following, we provide additional experiments and
further explanations that offer deeper insights and enhance
the clarity of the main manuscript. In Section 1, we present
the detailed results for Qwen2-VL-7B retention of general-
ization, and the LLaVA-OV model (with and without) fine-
tuning, complementing the ablation results from the main
text. In Section 2, we detail the methodology for convert-
ing pixel-level segmentation maps from datasets like PDM
and PerSeg into bounding box annotations, ensuring com-
patibility with our application. In Section 3, we provide
extensive qualitative visualizations across various datasets
and few-shot settings, highlighting both successful localiza-
tions and challenges in instance-level discrimination. Com-
prehensive examples for 1-shot to 8-shot scenarios are in-
cluded to illustrate the robustness and adaptability of our
method. Finally, in Section 4, we include a prompt ablation
study that explores how different prompt variants influence
the model’s localization performance, thereby highlighting
best practices for designing prompts in inference.

1. Detailed Results
In the following, we first provide extended results of exper-
iments performed in the main manuscript highlighting the
retention of generalization abilities of our fine-tuned mod-
els, then provide results showing the generalization of fine-
tuning using our method across network architectures.

1.1. Retention of generalization
We extend Table 4 of the main paper for the 7B model.
In Table 1 we show the minimal performance degradation
of IPLoc-7B compared to the base model on several tasks,
namely GQA, Seed-Bench and POPE.

1.2. Retention of generalization across architectures
The detailed results obtained from base LLaVA-OV and the
fine-tuned model (on our dataset) are presented in Table
2. We find that our IPLoc consistently improves the base
model on all the few-shot splits we test on.

Dataset Qwen2-VL-7B IPLoc

GQA 62.34 61.11
SEED 72.06 71.16
POPE 88.35 88.04

Table 1. Retention of Generalization. Ablation highlighting the
retention of generalization abilities of our fine-tuned model for the
task of interest.

Dataset Shots LLaVA-OV IPLoc-LLaVA-OV

PDM 1 11.10 12.29
2 13.85 15.03

PerSeg 1 43.01 52.96
2 40.08 57.90
3 30.01 56.51
4 14.03 18.11

ICL-LASOT 1 12.45 13.99
2 15.66 16.88
4 18.64 21.04
8 7.62 7.80

Average 20.65 27.25

Table 2. Generalization across different VLMs. We report the
detailed results of base and IPLoc-finetuned LLaVa-OV model.

These results provide insights regarding the generaliza-
tion of our fine-tuning methodology across different vision
language models (VLMs). Note that in the main manuscript
(Table 2), we fine-tuned Qwen2-VL [2].

2. Segmentation Masks to Bounding Boxes
The PDM [1] and PerSeg [3] datasets provide images an-
notated with pixel-level segmentation maps, where each
item is uniquely labeled. Since our method requires bound-
ing box annotations, we directly utilize the segmentation
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Model Prompt PDM PerSeg ICL-LASOT Average
1-shot 2-shot 1-shot 2-shot 3-shot 4-shot 1-shot 2-shot 4-shot 8-shot

Qwen2-VL-72B Org. Prompt ( 1) 33.65 32.37 0.81 0.90 0.29 1.26 4.82 0.40 1.63 0.76 7.69
Qwen2-VL-72B Prompt 1 ( 2) 16.88 12.97 41.88 35.47 49.51 39.96 42.66 38.05 33.54 31.17 34.21
Qwen2-VL-72B Prompt 2 ( 3) 19.96 13.11 44.75 28.19 43.43 37.36 43.14 40.04 31.29 22.81 32.41
Qwen2-VL-72B Prompt 3 ( 4) 21.23 12.29 34.91 28.68 45.50 31.04 43.01 37.65 31.38 27.23 31.29

InternVL2-76B Org. Prompt ( 1) 23.28 14.20 34.51 24.18 44.94 36.57 40.67 23.21 31.72 21.65 29.49
InternVL2-76B Prompt 1 ( 2) 27.48 21.87 49.01 41.16 43.22 34.63 42.47 45.61 39.71 21.74 36.69
InternVL2-76B Prompt 2 ( 3) 31.26 28.67 50.01 51.46 49.37 45.70 47.68 42.90 38.90 27.21 41.32
InternVL2-76B Prompt 3 ( 4) 29.11 20.85 46.06 42.30 50.03 42.34 46.07 43.76 38.86 29.18 38.86

Table 3. Prompt ablation for Qwen2-VL-72B and InternVL2-76B. We employ multiple prompt strategies to gain the best performance
(% IoU) out of the big LMMs (Qwen2-VL-72B, InternVL2-76B). Suprisingly, the default prompt which the models were originally trained
with perform the worse, while more explicit instructions work better.

maps. Each segmentation map, containing unique object
labels, is processed to extract bounding box coordinates
(x1, y1, x2, y2) that enclose the objects. These bounding
box annotations are derived from the segmentation maps
without the need for additional pixel-level computation, as
the mapping between labels and objects is predefined.

3. Comprehensive Visual Analysis Across
Datasets

We present an extensive set of qualitative results demon-
strating our method’s performance across multiple bench-
mark datasets (PDM, PerSeg, ICL-LASOT) under vari-
ous few-shot settings. Our visualization framework em-
ploys a consistent color-coding scheme where red bound-
ing boxes denote ground truth annotations in the support
frames, while blue bounding boxes indicate our model’s
predictions on query frames. For each example, we show
the support shots (containing the target object with its lo-
calization) followed by the corresponding query image in
the final column.

As shown in Figure 7, our method successfully localizes
objects with just a single support frame across diverse sce-
narios. Further, in Figure 8, Figure 9 and Figure 10 we can
see our method also performs well with more shots. We
also highlight some challenges of instance-level discrimi-
nation in Figure 11, where semantically similar objects lead
to incorrect localizations.

4. Prompt Ablation

4.1. Qwen2-VL-72B and InternVL2-76B Prompt
Variants

Our investigation reveals a surprising relationship be-
tween instruction format and bounding box prediction ac-
curacy in large multimodal models (Qwen2-VL-72B and
InternVL2-76B). Contrary to expectations, the default in-

structions employed during model training consistently
yielded poorer performance. The model ignores the in-
struction and outputs a caption (see the attached examples
in Tables 5, 6, 7, 8, 9, 10, 11, and 12). In contrast, more
explicit and verbally detailed instructions produced signif-
icantly better results, and the outputs are indeed bounding
boxes. In Table 3 we present a comprehensive analysis of
various instruction formats and their corresponding perfor-
mance outcomes across both models. The best prompt over
all datasets is reported in Table 2 of the main paper for each
model.
We evaluated the models using four distinct prompting
strategies, labeled Original prompt and prompt 1 through
prompt 3:

Original prompt:
“<ref>category</ref>”

Figure 1. Qwen2-VL Original Prompt

Prompt 1:
“Please provide the bounding box of
the element {element}, return the
bounding box in the following format:
[x0, y0, x1, y1]”

Figure 2. Qwen2-VL / InternVL2 Prompt 1

4.1.1. Qwen2-VL-72B Examples:

In Tables 5, 6, 7 and 8, we provide additional and detailed
examples of the variants of the prompts we used throughout
our experiments.



Prompt 2:
“Task: Locate the element in
the image. Provide its bounding
box coordinates in the format
[xmin, ymin, xmax, ymax]”

Figure 3. Qwen2-VL / InternVL2 Prompt 2

Prompt 3:
“Please analyze this image and locate
the exact element. Return the precise
bounding box coordinates using this
format: [xmin, ymin, xmax, ymax] The
coordinates should tightly bound only
the element, nothing more. Take your
time to carefully examine the image and
provide the most accurate bounding box
possible.”

Figure 4. Qwen2-VL / InternVL2 Prompt 3

“Please provide the bounding box of the
element element”

Figure 5. GPT-4o Prompt 1

“Please provide the bounding box of the
element element, return the bounding
box coordinates the following format:
[xmin, ymin, xmax, ymax]. Do not output
anything else besides the coordinate”

Figure 6. GPT-4o Prompt 2

4.1.2. InternVL2-76B Examples:

In Tables 9, 10, 11 and 12 we provide additional and
detailed examples of the variants of the prompts we used
throughout our experiments.

4.2. GPT-4o Prompt Variants

Following the successful experimental approaches imple-
mented with Intern-VL2-76B and Qwen2-VL-72B, we em-
ploy the same instruction analysis for GPT-4o (gpt-4o-
2024-08-06). We employ several prompt strategies to gain
the best performance- Table 4 shows the full results over
different prompts. Concretely, we utilized the following
prompt configurations 5 and 6.
In addition, we use the best resolution that the model can
work with by setting the ”detail: high” argument. The best
prompt over all datasets is reported in Table 2 of the main
paper for each model.

4.2.1. GPT-4o Examples:
In Tables 13 and 14 we provide additional and detailed
examples of the variants of the prompts we used throughout
our experiments.
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Model Prompt
PDM PerSeg ICL-LASOT

Average
1-shot 2-shot 1-shot 2-shot 3-shot 4-shot 1-shot 2-shot 4-shot 8-shot

GPT-4o Prompt 1 ( 5) 4.83 7.70 26.06 25.53 26.13 25.19 11.27 15.18 18.60 19.05 18.23
GPT-4o Prompt 2 ( 6) 11.27 13.29 33.43 41.41 44.77 45.72 18.13 20.61 23.08 24.61 27.63

Table 4. Instruction format on GPT-4o. We employ multiple prompt strategies to gain the best performance (% IoU) out of the model.

Prompt Response Visualization

’<ref>balloon</ref>’, ’[456.25, 497.91, 517.18,
577.08]’, ’<ref>balloon</ref>’

[444, 186, 506, 244] Ground Truth
Prediction

’<ref>bear</ref>’, ’[519.53, 36.1, 606.25,
273.61]’, ’<ref>bear</ref>’, ’[564.84, 320.83,
692.18, 577.77]’, ’<ref>bear</ref>’

The image shows a group of bears
walking along a dirt path in a
forested area. The path is sur-
rounded by trees and greenery. The
bears appear to be moving in a line,
with one bear following another.

Ground Truth

’<ref>dog</ref>’, ’[219.23, 56.41, 998.71,
926.92]’, ’<ref>dog</ref>’, ’[120.35, 215.10,
998.71, 859.15]’, ’<ref>dog</ref>’, ’[18.92,
257.64, 998.54, 951.96]’, ’<ref>dog</ref>’

The image shows a fluffy dog with
a white and orange coat, sitting and
looking towards the camera. The
dog has a happy expression with its
tongue out. The background fea-
tures a warm, orange hue with some
blurred flowers, suggesting a pleas-
ant, sunny environment.

Ground Truth

Table 5. Qwen2-VL-72B with the original prompt examples. We present examples from each dataset. Top row is 1-Shot from the PDM
dataset, middle row is 2-shots from the ICL-LASOT test set and the bottom row is 3-shot from the PerSeg dataset



Prompt Response Visualization

’Please provide the bounding box of the element balloon,
return the bounding box in the following format: [x0, y0,
x1, y1]’, ’[456.25, 497.916, 517.1875, 577.083]’, ’Please
provide the bounding box of the element balloon, return
the bounding box in the following format: [x0, y0, x1,
y1]’

[292, 239, 331, 276] Ground Truth
Prediction

’Please provide the bounding box of the element bear,
return the bounding box in the following format: [x0,
y0, x1, y1]’, ’[519.53, 36.11, 606.25, 273.61]’, ’Please
provide the bounding box of the element bear, return the
bounding box in the following format: [x0, y0, x1, y1]’,
’[564.84, 320.833, 692.18, 577.77]’, ’Please provide the
bounding box of the element bear, return the bounding
box in the following format: [x0, y0, x1, y1]’

[641, 196, 694, 306] Ground Truth
Prediction

’Please provide the bounding box of the element dog,
return the bounding box in the following format: [x0,
y0, x1, y1]’, ’[219.23, 56.41, 998.71, 926.92]’, ’Please
provide the bounding box of the element dog, return the
bounding box in the following format: [x0, y0, x1, y1]’,
’[120.35, 215.10, 998.71, 859.15]’, ’Please provide the
bounding box of the element dog, return the bounding
box in the following format: [x0, y0, x1, y1]’, ’[18.92,
257.64, 998.54, 951.96]’, ’Please provide the bounding
box of the element dog, return the bounding box in the
following format: [x0, y0, x1, y1]’

[171, 44, 779, 723] Ground Truth
Prediction

Table 6. Qwen2-VL-72B with prompt variant 1 examples. We present examples from each dataset. Top row is 1-Shot from the PDM
dataset, middle row is 2-shots from the ICL-LASOT test set and the bottom row is 3-shot from the PerSeg dataset

Figure 7. One-shot Localization Results. Representative examples of object localization using a single support frame in the PerSeg
dataset.



Prompt Response Visualization

’Task: Locate the balloon in the image. Provide its
bounding box coordinates in the format [x min, y min,
x max, y max]’, ’[456.25, 497.91, 517.18, 577.08]’,
’Task: Locate the balloon in the image. Provide its
bounding box coordinates in the format [x min, y min,
x max, y max]’

[199, 263, 222, 294] Ground Truth
Prediction

’Task: Locate the bear in the image. Provide its bound-
ing box coordinates in the format [x min, y min, x max,
y max]’, ’[519.53, 36.11, 606.25, 273.61]’, ’Task: Lo-
cate the bear in the image. Provide its bounding box co-
ordinates in the format [x min, y min, x max, y max]’,
’[564.84, 320.8, 692.18, 577.77]’, ’Task: Locate the bear
in the image. Provide its bounding box coordinates in the
format [x min, y min, x max, y max]’

[199, 263, 222, 294] Ground Truth
Prediction

’Task: Locate the dog in the image. Provide its bound-
ing box coordinates in the format [x min, y min, x max,
y max]’, ’[219.23, 56.4, 998.71, 926.92]’, ’Task: Lo-
cate the dog in the image. Provide its bounding box co-
ordinates in the format [x min, y min, x max, y max]’,
’[120.35, 215.10, 998.71, 859.15]’, ’Task: Locate the
dog in the image. Provide its bounding box coordinates
in the format [x min, y min, x max, y max]’, ’[18.92,
257.64, 998.54, 951.96]’, ’Task: Locate the dog in the
image. Provide its bounding box coordinates in the for-
mat [x min, y min, x max, y max]’

[151, 144, 779, 662] Ground Truth
Prediction

Table 7. Qwen2-VL-72B with prompt variant 2 examples. We present examples from each dataset. Top row is 1-Shot from the PDM
dataset, middle row is 2-shots from the ICL-LASOT test set and the bottom row is 3-shot from the PerSeg dataset.

Figure 8. Two-shot Localization Results. Performance visualization with two support frames on the LaSOT and PDM datasets.



Prompt Response Visualization

’Please analyze this image and locate the exact balloon. Re-
turn the precise bounding box coordinates using this format:
[x min, y min, x max, y max] The coordinates should tightly
bound only the balloon, nothing more Take your time to care-
fully examine the image and provide the most accurate bound-
ing box possible.’, ’[456.25, 497.91, 517.18, 577.08]’, ’Please
analyze this image and locate the exact balloon. Return the pre-
cise bounding box coordinates using this format: [x min, y min,
x max, y max] The coordinates should tightly bound only the
balloon, nothing more Take your time to carefully examine the
image and provide the most accurate bounding box possible.’

[0, 0, 0, 0] Ground Truth
Prediction

’Please analyze this image and locate the exact bear. Return
the precise bounding box coordinates using this format: [x min,
y min, x max, y max] The coordinates should tightly bound
only the bear, nothing more Take your time to carefully examine
the image and provide the most accurate bounding box possi-
ble.’, ’[519.53, 36.11, 606.25, 273.61]’, ’Please analyze this im-
age and locate the exact bear. Return the precise bounding box
coordinates using this format: [x min, y min, x max, y max]
The coordinates should tightly bound only the bear, nothing
more Take your time to carefully examine the image and provide
the most accurate bounding box possible.’, ’[564.84, 320.83,
692.18, 577.77]’, ’Please analyze this image and locate the ex-
act bear. Return the precise bounding box coordinates using this
format: [x min, y min, x max, y max] The coordinates should
tightly bound only the bear, nothing more Take your time to care-
fully examine the image and provide the most accurate bounding
box possible.’

[665, 25, 776, 197] Ground Truth
Prediction

’Please analyze this image and locate the exact dog. Return
the precise bounding box coordinates using this format: [x min,
y min, x max, y max] The coordinates should tightly bound
only the dog, nothing more Take your time to carefully exam-
ine the image and provide the most accurate bounding box pos-
sible.’, ’[219.230, 56.41, 998.71, 926.92]’, ’Please analyze this
image and locate the exact dog. Return the precise bounding box
coordinates using this format: [x min, y min, x max, y max]
The coordinates should tightly bound only the dog, nothing more
Take your time to carefully examine the image and provide
the most accurate bounding box possible.’, ’[120.35, 215.10,
998.71, 859.15]’, ’Please analyze this image and locate the ex-
act dog. Return the precise bounding box coordinates using this
format: [x min, y min, x max, y max] The coordinates should
tightly bound only the dog, nothing more Take your time to care-
fully examine the image and provide the most accurate bound-
ing box possible.’, ’[18.92, 257.64, 998.54, 951.96]’, ’Please
analyze this image and locate the exact dog. Return the pre-
cise bounding box coordinates using this format: [x min, y min,
x max, y max] The coordinates should tightly bound only the
dog, nothing more Take your time to carefully examine the im-
age and provide the most accurate bounding box possible.’

[138, 130, 780, 723] Ground Truth
Prediction

Table 8. Qwen2-VL-72B with prompt variant 3 examples. We present examples from each dataset. Top row is 1-Shot from the PDM
dataset, middle row is 2-shots from the ICL-LASOT test set and the bottom row is 3-shot from the PerSeg dataset.



Prompt Response Visualization

“’<ref>balloon</ref>’, ’[456.25, 497.91,
517.18, 577.08]’, ’<ref>balloon</ref>’”

The second image shows a young
child holding a yellow ball and a
red and white ball, with one in each
hand. The background is a gravel
path with some green grass and a
few scattered objects nearby. The
child is wearing a blue shirt and
blue overalls.

Ground Truth

“’<ref>bear</ref>’, ’[519.53, 36.1, 606.25,
273.61]’, ’<ref>bear</ref>’, ’[564.84, 320.83,
692.18, 577.77]’, ’<ref>bear</ref>’”

[558, 100, 679, 300] Ground Truth
Prediction

“’<ref>dog</ref>’, ’[219.23, 56.41, 998.71,
926.92]’, ’<ref>dog</ref>’, ’[120.35, 215.10,
998.71, 859.15]’, ’<ref>dog</ref>’, ’[18.92,
257.64, 998.54, 951.96]’, ’<ref>dog</ref>’”

[0, 149, 778, 728] Ground Truth
Prediction

Table 9. InternVL2-76B with the original prompt examples. We present examples from each dataset. Top row is 1-Shot from the PDM
dataset, middle row is 2-shots from the ICL-LASOT test set and the bottom row is 3-shot from the PerSeg dataset

Figure 9. Four-shot Localization Examples. Visualization of our method’s localization results when provided with four support frames
on PerSeg and LaSOT datasets.

Figure 10. Eight-shot Setting Results. Demonstration of our method’s localization behavior in the eight-shot setting on the LaSOT
dataset.



Prompt Response Visualization

“Please provide the bounding box of the element balloon,
return the bounding box in the following format: [x0,
y0, x1, y1]’, ’[456.25, 497.916, 517.18, 577.08]’, ’Please
provide the bounding box of the element balloon, return
the bounding box in the following format: [x0, y0, x1,
y1]”

[446, 187, 510, 247] Ground Truth
Prediction

“Please provide the bounding box of the element bear,
return the bounding box in the following format: [x0,
y0, x1, y1]’, ’[519.53, 36.11, 606.25, 273.61]’, ’Please
provide the bounding box of the element bear, return the
bounding box in the following format: [x0, y0, x1, y1]’,
’[564.84, 320.833, 692.18, 577.77]’, ’Please provide the
bounding box of the element bear, return the bounding
box in the following format: [x0, y0, x1, y1]”

[595, 149, 689, 296] Ground Truth
Prediction

‘’Please provide the bounding box of the element dog,
return the bounding box in the following format: [x0,
y0, x1, y1]’, ’[219.23, 56.41, 998.71, 926.92]’, ’Please
provide the bounding box of the element dog, return the
bounding box in the following format: [x0, y0, x1, y1]’,
’[120.35, 215.10, 998.71, 859.15]’, ’Please provide the
bounding box of the element dog, return the bounding
box in the following format: [x0, y0, x1, y1]’, ’[18.92,
257.64, 998.54, 951.96]’, ’Please provide the bounding
box of the element dog, return the bounding box in the
following format: [x0, y0, x1, y1]”

[103, 151, 780, 726] Ground Truth
Prediction

Table 10. InternVL2-76B with prompt variant 1 examples. We present examples from each dataset. Top row is 1-Shot from the PDM
dataset, middle row is 2-shots from the ICL-LASOT test set and the bottom row is 3-shot from the PerSeg dataset



Prompt Response Visualization

“Task: Locate the balloon in the image. Provide its
bounding box coordinates in the format [x min, y min,
x max, y max]’, ’[456.25, 497.91, 517.18, 577.08]’,
’Task: Locate the balloon in the image. Provide its
bounding box coordinates in the format [x min, y min,
x max, y max]”

[34, 159, 226, 218] Ground Truth
Prediction

“Task: Locate the bear in the image. Provide its bound-
ing box coordinates in the format [x min, y min, x max,
y max]’, ’[519.53, 36.11, 606.25, 273.61]’, ’Task: Lo-
cate the bear in the image. Provide its bounding box co-
ordinates in the format [x min, y min, x max, y max]’,
’[564.84, 320.8, 692.18, 577.77]’, ’Task: Locate the bear
in the image. Provide its bounding box coordinates in the
format [x min, y min, x max, y max]”

560, 150, 688, 298] Ground Truth
Prediction

“Task: Locate the dog in the image. Provide its bound-
ing box coordinates in the format [x min, y min, x max,
y max]’, ’[219.23, 56.4, 998.71, 926.92]’, ’Task: Lo-
cate the dog in the image. Provide its bounding box co-
ordinates in the format [x min, y min, x max, y max]’,
’[120.35, 215.10, 998.71, 859.15]’, ’Task: Locate the
dog in the image. Provide its bounding box coordinates
in the format [x min, y min, x max, y max]’, ’[18.92,
257.64, 998.54, 951.96]’, ’Task: Locate the dog in the
image. Provide its bounding box coordinates in the for-
mat [x min, y min, x max, y max]”

[162, 148, 778, 723] Ground Truth
Prediction

Table 11. InternVL2-76B with prompt variant 2 examples. We present examples from each dataset. Top row is 1-Shot from the PDM
dataset, middle row is 2-shots from the ICL-LASOT test set and the bottom row is 3-shot from the PerSeg dataset



Prompt Response Visualization

“Please analyze this image and locate the exact balloon. Re-
turn the precise bounding box coordinates using this format:
[x min, y min, x max, y max] The coordinates should tightly
bound only the balloon, nothing more Take your time to care-
fully examine the image and provide the most accurate bound-
ing box possible.’, ’[456.25, 497.91, 517.18, 577.08]’, ’Please
analyze this image and locate the exact balloon. Return the pre-
cise bounding box coordinates using this format: [x min, y min,
x max, y max] The coordinates should tightly bound only the
balloon, nothing more Take your time to carefully examine the
image and provide the most accurate bounding box possible.”

446, 188, 509, 248] Ground Truth
Prediction

“Please analyze this image and locate the exact bear. Return
the precise bounding box coordinates using this format: [x min,
y min, x max, y max] The coordinates should tightly bound
only the bear, nothing more Take your time to carefully examine
the image and provide the most accurate bounding box possi-
ble.’, ’[519.53, 36.11, 606.25, 273.61]’, ’Please analyze this im-
age and locate the exact bear. Return the precise bounding box
coordinates using this format: [x min, y min, x max, y max]
The coordinates should tightly bound only the bear, nothing
more Take your time to carefully examine the image and provide
the most accurate bounding box possible.’, ’[564.84, 320.83,
692.18, 577.77]’, ’Please analyze this image and locate the ex-
act bear. Return the precise bounding box coordinates using this
format: [x min, y min, x max, y max] The coordinates should
tightly bound only the bear, nothing more Take your time to care-
fully examine the image and provide the most accurate bounding
box possible.”

[556, 149, 688, 295] Ground Truth
Prediction

“Please analyze this image and locate the exact dog. Return
the precise bounding box coordinates using this format: [x min,
y min, x max, y max] The coordinates should tightly bound
only the dog, nothing more Take your time to carefully exam-
ine the image and provide the most accurate bounding box pos-
sible.’, ’[219.230, 56.41, 998.71, 926.92]’, ’Please analyze this
image and locate the exact dog. Return the precise bounding box
coordinates using this format: [x min, y min, x max, y max]
The coordinates should tightly bound only the dog, nothing more
Take your time to carefully examine the image and provide
the most accurate bounding box possible.’, ’[120.35, 215.10,
998.71, 859.15]’, ’Please analyze this image and locate the ex-
act dog. Return the precise bounding box coordinates using this
format: [x min, y min, x max, y max] The coordinates should
tightly bound only the dog, nothing more Take your time to care-
fully examine the image and provide the most accurate bound-
ing box possible.’, ’[18.92, 257.64, 998.54, 951.96]’, ’Please
analyze this image and locate the exact dog. Return the pre-
cise bounding box coordinates using this format: [x min, y min,
x max, y max] The coordinates should tightly bound only the
dog, nothing more Take your time to carefully examine the im-
age and provide the most accurate bounding box possible.”

[150, 144, 778, 734] Ground Truth
Prediction

Table 12. InternVL2-76B with prompt variant 3 examples. We present examples from each dataset. Top row is 1-Shot from the PDM
dataset, middle row is 2-shots from the ICL-LASOT test set and the bottom row is 3-shot from the PerSeg dataset.



Prompt Response Visualization

“Please provide the bounding box of the element balloon,
’[456.25, 497.916, 517.18, 577.08]’, ’Please provide the
bounding box of the element balloon”

The yellow balloon is not clearly
visible. However, there is a yel-
low object in the child’s left hand.
Would you like details on that in-
stead?

Ground Truth

“Please provide the bounding box of the element bear,
’[519.53, 36.11, 606.25, 273.61]’, ’Please provide the
bounding box of the element bear, ’[564.84, 320.833,
692.18, 577.77]’, ’Please provide the bounding box of
the element bear”

[531, 218, 700, 510] Ground Truth
Prediction

“Please provide the bounding box of the element dog,
’[219.23, 56.41, 998.71, 926.92]’, ’Please provide the
bounding box of the element dog, ’[120.35, 215.10,
998.71, 859.15]’, ’Please provide the bounding box of the
element dog, ’[18.92, 257.64, 998.54, 951.96]’, ’Please
provide the bounding box of the element dog”

[167, 132, 616, 703] Ground Truth
Prediction

Table 13. GPT-4o with prompt variant 1 examples. We present examples from each dataset. Top row is 1-Shot from the PDM dataset,
middle row is 2-shots from the ICL-LASOT test set and the bottom row is 3-shot from the PerSeg dataset



Prompt Response Visualization

“Please provide the bounding box of the element balloon,
return the bounding box coordinates the following for-
mat: [xmin, ymin, xmax, ymax]. Do not output anything
else besides the coordinates”, ’[456.25, 497.916, 517.18,
577.08]’, ”Please provide the bounding box of the ele-
ment balloon, return the bounding box coordinates the
following format: [xmin, ymin, xmax, ymax]. Do not out-
put anything else besides the coordinates”

[190, 250, 250, 310] Ground Truth
Prediction

“Please provide the bounding box of the element bear,
return the bounding box coordinates the following for-
mat: [xmin, ymin, xmax, ymax]. Do not output anything
else besides the coordinates”, ’[519.53, 36.11, 606.25,
273.61]’, ”Please provide the bounding box of the el-
ement bear, return the bounding box coordinates the
following format: [xmin, ymin, xmax, ymax]. Do not
output anything else besides the coordinates”, ’[564.84,
320.833, 692.18, 577.77]’, ”Please provide the bounding
box of the element bear, return the bounding box coor-
dinates the following format: [xmin, ymin, xmax, ymax].
Do not output anything else besides the coordinates”

[576, 110, 694, 258] Ground Truth
Prediction

“Please provide the bounding box of the element dog,
’[219.23, 56.41, 998.71, 926.92]’, ’Please provide the
bounding box of the element dog, ’[120.35, 215.10,
998.71, 859.15]’, ’Please provide the bounding box of the
element dog, ’[18.92, 257.64, 998.54, 951.96]’, ’Please
provide the bounding box of the element dog”

[167, 132, 616, 703] Ground Truth
Prediction

Table 14. GPT-4o with prompt variant 2 examples. We present examples from each dataset. Top row is 1-Shot from the PDM dataset,
middle row is 2-shots from the ICL-LASOT test set and the bottom row is 3-shot from the PerSeg dataset



Figure 11. Challenging Cases in One-shot Setting. Examples where the model identifies semantically similar objects (incorrect airplane
and boat) but fails to distinguish the specific target instance, highlighting the complexity of instance-level discrimination.


