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This supplementary material provides additional details and
analyses of CHROME to complement the main paper. It be-
gins with a discussion of implementation details, including
training strategies, hyperparameters, and inference settings.
Extended quantitative and qualitative results are presented
to evaluate CHROME on scenarios such as stereo reconstruc-
tion and occlusion-resilient novel view synthesis and geo-
metric reconstruction from single-view images. Also, we
analyze the impact of pose estimation on multiview consis-
tency and demonstrate how CHROME maintains robustness
even with inaccurate pose inputs. We also provide compar-
ative evaluations against existing large reconstruction mod-
els, showcasing the superior performance and generalizabil-
ity of CHROME. Finally, an inference time analysis high-
lights its efficiency, making it suitable for real-world appli-
cations. Together, these results reinforce the robustness and
versatility of CHROME across diverse datasets.

1. Implementation Details

For all our experiments, we use the PyTorch coding envi-
ronment with all models being trained on 4 x A40 GPUs.

We train Fp for 100 epochs across all experiments. The
training utilizes the AdamW optimizer with a cosine anneal-
ing learning rate schedule that peaks at 7 x 10~° within 1000
warm-up steps, after which we use a constant learning rate
of 5 x 1076, During inference, we employ classifier-free
guidance with a guidance scale of 4 and 40 diffusion steps,
utilizing an ancestral Euler sampling strategy.

For training Fr, we use a learning rate initialized at
4 x 10~*, which decays following the Cosine Annealing
strategy over 100 epochs. In Equation 4 (see main paper),
Apissetto 1.5and A5 issetto 1.

1 This work was done during Arindam Dutta’s internship at United
Imaging Intelligence, Boston, MA.

Table 1. Quantitative comparison for novel view texture recon-
struction on regular THuman2.0 [1].

Algorithm | SMPL | PSNR+ SSIM 1t LPIPS |

SiTH [2] 4 17.12 0.843 0.155
GTA [3] 18.05 - -
SIFU [4] 22.10 9230 0790

4
4
HSGD [5] X 17.37 .8950 .1300
PIFu [6] X 18.09 9110 1370

X

X

X

LGM [7] 20.01 .8930 .1160
M123 [8] 14.50 .8740 .1450

CHROME | | 2080 9114 0878

2. How Robust are Existing Large Reconstruc-
tion Models for Occlusion-Free Novel View
Synthesis?

We showcase qualitative comparisons with three baseline
algorithms: Zerol23++ [9], ImageDream with LGM [7],
and SV3D [10], utilizing their pretrained weights for the
task of occlusion-free novel view reconstruction in Figure 2.
The results reveal significant inconsistencies in these exist-
ing methods when applied to our task, underscoring the ne-
cessity of a specialized algorithm, CHROME.

3. Additional Quantitative Results

Clean THuman2.0: In Table 1, we evaluate the novel-view
reconstruction capabilities of CHROME under standard
occlusion-free conditions. The results show that CHROME
outperforms all existing methods [3, 5-7, 11], except
SIFU [4], for novel view synthesis across 16 views.
However, it is important to note that SIFU relies on
utilizing SMPL priors and 3D supervision, which may not
be available in real-world scenarios. Furthermore, SIFU
performs per-subject optimization, taking ~ 6 minutes
of computation time per image, while CHROME achieves
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Figure 2. Comparative Qualitative Analysis of Existing Large Reconstruction Models for Zero-Shot Novel View Texture Reconstruction
from Occluded Single View Images.
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comparable results in ~ 15 seconds.

Table 2. Quantitative comparison for zero-shot novel view texture
reconstruction on Occluded CAPE.

Algorithm | SMPL | PSNR+ SSIM 1t LPIPS |

.

Image

<

SD-XL SD-XL + SIFU CHROME

PIFu [6] X 14.77 .8779 .1353 Figure 3. SD-XL + SIFU vs CHROME (zoom in on limbs).
GTA [3] v 13.90 .8955 1274
SIFU [4] v 13.93 .8939 1273 -~ e e TR
SiTH [2] v/ 1328 8782 .1527 PSS
CHROME | X | 1854 9130  .0850 | §
Occluded CAPE: In Table 2, we present quantitative . E E /
results against baseline algorithms for novel view synthesis Image ~ CHROME *~MVDM + SIFU only SIFU

on occluded CAPE wherein CHROME successfully outper-
forms all baseline algorithms.

Figure 4. MVDM + SIFU vs CHROME.

Methods PSNR t SSIM{ LPIPS| Inpainting before Reconstruction: While a potential
SD-XL4+SIFU [4]  16.27 8649 1525 .SOlut.lc? o Olg lpmblllem ;?uéf l;)e. f;l SINg EI‘ fo‘.mt(.iauonal
CHROME 20.54 0098 0893 inpainting model such as Stable Diffusion Inpainting, we

Table 3. Novel View Synthesis (NVS) using Inpainting for De-
occlusion on Occluded THuman2.0.

observe that this model is hardly able to retain the texture
or anatomy of the human leading to far from accurate
3D reconstruction, as quantitatively shown in Table 3 and
qualitatively in Figure 3.

MVDM w/ Existing Algorithms: We evaluate SIFU on

Occl. SIFU CHROME i
deoccluded images generated by our MVDM (Fp) and
25%  15.39/.877/.110  19.51/.909/.090 show its qualitative performance in Fig. 4).
50%  14.62/.882/.115 19.27/.907/.092
75%  14.04/.880/.123  19.06/.904/.094

Table 4. Sensitivity to Occlusion Sizes.

Sensitivity to Occlusion levels: To assess sensitivity to
changing occlusion sizes, we evaluated performance at
three levels of occlusion (Table 4; where we find that
CHROME maintains consistent reconstruction quality even



as occlusion severity increases.

4. CHROME for Stereo Reconstruction

As detailed in the main paper (Section 3), our method,
CHROME, can be seamlessly adapted to stereo reconstruc-
tion scenarios, demonstrating its versatility. In Table 5,
we provide comprehensive quantitative results that demon-
strate the effectiveness of CHROME in stereo reconstruction,
i.e., when using two input views. These results underscore
the flexibility and robustness of CHROME in handling stereo
data and achieving high-quality occlusion-resilient recon-
structions. Note that, CHROME can be trivially extended to
handle as many views as the user would like and is upper
bounded only by hardware constraints.

Table 5. Quantitative comparison of Novel View Texture Recon-
struction given stereo inputs on occluded THuman2.0, where the
angle represents the separation between the two views relative to
the first frame, which is front-facing to the camera.

Stereo Angle PSNR1 SSIM1{ LPIPS|
45° 24.32 .9280 .0542
90° 24.70 9310 .0521
135° 24.78 9313 0511

Table 6. Analysis of the Inference Time for Baseline Algorithms
with respect to CHROME on a NVIDIA A40 GPU

Algorithm Inference Time (Seconds) |
PIFu 33
GTA 57
SIFU 330
SiTH ~ 300
CHROME 15

5. Analyzing Inference Time

In Table 6, we present a comparative analysis of the infer-
ence time of CHROME versus baseline algorithms. The re-
sults demonstrate that CHROME achieves superior inference
time performance, making it more suitable for real-time ap-
plications compared to existing algorithms.

6. Additional Qualitative Results

We provide more qualitative results on the occluded THu-
man2.0 and occluded CustomHumans as an extension of the
main paper in Figure 1. We provide a qualitative analysis
of Fp for reliable occlusion-free novel view synthesis in
Figure 5. We also provide a visualization of normal maps
against baselines in Figure 6. Furthermore, we provide

4 2 i
Figure 5. Qualitative analysis of Pose Conditioned MVDM:
Qualitative analysis of our (Fp) reveals that our pose conditioned

MVDM generates reliable occlusion-free images which can later
be utilized for 3D reconstruction.
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Figure 6. Qualitative analysis of geometric reconstruction via
normal maps: Qualitative comparisons of CHROME against state-
of-the-art methods for geometric reconstruction via normal consis-
tency. Note that CHROME does not require 3D mesh supervision
during training whereas all baselines necessitate the same.
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Figure 7. Qualitative analysis of CHROME on AHP: Qualitative
comparisons of CHROME with state-of-the-art method PIFu [6] on
the naturally occluded AHP dataset in zero-shot settings. Clearly,
the predictions from PIFu are not occlusion-resilient whereas
CHROME effectively handles occlusions, producing multiview con-
sistent reconstructions.
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Figure 8. Qualitative analysis of CHROME on artificially oc-
cluded CAPE: Qualitative comparisons of CHROME with state-
of-the-art method PIFu [6] on artificially occluded CAPE in zero-
shot settings. Clearly, the predictions from PIFu are not occlusion-
resilient whereas CHROME effectively handles occlusions, produc-
ing multiview consistent reconstructions.
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Figure 9. Qualitative analysis of CHROME on OCHuman:
Qualitative comparisons of CHROME with state-of-the-art method
PIFu [6] on the naturally occluded OCHuman dataset in zero-shot
settings. Clearly, the predictions from PIFu are not occlusion-
resilient whereas CHROME effectively handles occlusions, produc-
ing multiview consistent reconstructions.

qualitative results on the AHP [12], artificially occluded
CAPE [13], OCHuman [14] and MultiHuman [ 15] datasets
in Figures 7, 8, 9 and 10. AHP, OCHuman, and MultiHu-
man feature instances of natural occlusions, where existing
state-of-the-art (SOTA) algorithms, such as PIFu [6], tend
to perform poorly. In contrast, CHROME shows superior
performance by providing high-quality reconstructions that
are robust to occlusions. We show qualitative results only
against PIFu as we find it to be the best performing baseline
algorithm in terms of quantitative performance.
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Figure 10. Qualitative analysis of CHROME on MultiHuman:
Qualitative comparisons of CHROME with state-of-the-art method
PIFu [6] on the naturally occluded MultiHuman dataset in zero-
shot settings. Clearly, the predictions from PIFu are not occlusion-
resilient whereas CHROME effectively handles occlusions, produc-
ing multiview consistent reconstructions.

Figure 11. Analyzing the Impact of Pose Estimation on Multiview
Reconstruction: Observe the differences between the pose esti-
mates derived from the input occluded image and those obtained
from the synthesized multiview images. The conditioning of Fp
on the input occluded image ensures that the synthesized images
preserve information originating from the input occluded image.
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Figure 12. Additional Qualitative Results highlighting the impor-
tance of using Pose estimates as explicit control guidance.

7. Analyzing the Effect of Pose Estimator on
Multiview Reconstruction

In Section 3 of the main paper, we highlight that even when
pose estimation is inaccurate, the MVDM model (Fp) en-



sures that the generated multiview images remain consis-
tent with the input image. Specifically, the model preserves
the visible regions of the input image and reconstructs only
the occluded parts based on the provided pose information
and the occluded input image itself. This is qualitatively
illustrated in Figure 11, where the 2D projections of the es-
timated 3D pose are noticeably incorrect and implausible
(particularly for the legs). Despite this, Fp successfully
generates multiview reconstructions that align with the oc-
cluded input image and pose conditioning, producing plau-
sible multiview outputs. Additional qualitative results for
novel view synthesis using the Fp trained without incorpo-
rating pose information (discussed in Ablation Study, Sec-
tion 4 of the main paper) is presented in Figure 12.

Limitations and Weaknesses

Limitations: It should be noted that our solution may suf-
fer from the domain gap between training and inference
poses. Prior-based augmentations could be considered in
future work, to improve generalizability.

Societal Impacts: While CHROME may be used for un-
wanted re-identification and surveillance, we believe that
our method can positive impact our community by lowering
technical barriers for broader participation, e.g., in VR/AR
applications and other creative processes.
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