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1. Editing Methods and Multimodal Large
Language Models

1.1. Knowledge Editing Methods

Fine-tune. Fine-tuning (FT) has become a widely
adopted strategy for adapting pre-trained language mod-
els to specific tasks or domains. In previous benchmarks
such as MMEdit [1], MIKE [7], and VLKEB [5], two pri-
mary fine-tuning methods were explored: one involves fine-
tuning the final layer of multimodal language models, while
the other focuses on fine-tuning the visual encoder. How-
ever, the latter approach has shown relatively poor perfor-
mance. Given that our scenarios encompass both unimodal
and multimodal editing, we opted to fine-tune only the fi-
nal layer of the multimodal language model to effectively
address all scenarios.

IKE. IKE [15] (In-Context Knowledge Editing) enables
the modification and acquisition of new factual knowledge
by embedding example demonstrations directly into the in-
put data, eliminating the need for additional training phases.
This approach allows for efficient updates to the system’s
knowledge base without altering model parameters.

MEND. MEND [10] employs lightweight model editor
networks to modify the weights of a pre-trained model
based on the fine-tuning gradient associated with a specific
correction. By leveraging this gradient, MEND enhances
the efficiency and precision of model edits.

SERAC. SERAC [11]introduces a memory-based model
editing technique that utilizes an explicit memory system to
store and retrieve edits. During inference, the memory is
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used to refine the base model’s output. An auxiliary scope
classifier determines whether the input falls within the rele-
vant domain of the memory cache. If relevant, the input is
combined with the appropriate memory item and processed
by a counterfactual model to generate the final prediction.

ROME. ROME [9] identifies the specific layer within the
Transformer architecture [13] where factual knowledge is
stored, and modifies the feedforward network in that layer
to incorporate the updated facts. This method ensures
precise localization and efficient updating of the model’s
knowledge. For multimodal scenarios, where the subject s
is represented as “the {entity} in the image,” ROME has
been tested only in unimodal knowledge editing scenarios
due to its reliance on subject tokens being present in the
input text.

1.2. Multimodal Large Language Models

BLIP2-OPT. BLIP2 [6] introduces an efficient and ver-
satile pre-training framework that leverages frozen im-
age encoders and large language models. It employs a
lightweight Querying Transformer to effectively integrate
vision and text modalities, achieving state-of-the-art perfor-
mance across various vision-language tasks. For our exper-
iments, we used BLIP2-OPT, which incorporates ViT-L [3]
in the vision module and an unsupervised-trained OPT [14]
model as the decoder-based language model.

MiniGPT-4. MiniGPT-4 is a robust vision-language
model similar to BLIP2, utilizing a frozen visual encoder in
conjunction with the frozen Vicuna [2] model. It introduces
a projection layer to align visual features with the Vicuna
language model. Like BLIP2, MiniGPT-4 uses a ViT-G/14
from EVA-CLIP [12] and a Q-Former as part of its visual
processing component.



LLaVA-1.5. LLaVA [8] enhances its ability to handle
complex multimodal tasks by aligning different modali-
ties during pre-training and refining response generation
through instruction-based fine-tuning. By pre-training and
fine-tuning an alignment network with Vicuna, LLaVA sig-
nificantly improves its performance in managing intricate
multimodal interactions.

1.3. Metrics

The effectiveness of knowledge editing was evaluated us-
ing the metrics defined in Section 3. For unimodal knowl-
edge editing, we applied the five core metrics: Reliabil-
ity, Generality, Portability, Locality, and Stability. In
transitive and multimodal scenarios, where test data in-
cluded multimodal elements, we assessed the model’s per-
formance across different images. In these cases, Reliability
was subdivided into Reliabilityg and Reliabilityy;, where
Reliabilityg evaluates images seen during the editing pro-
cess, and Reliability; assesses unseen images. Generality
was similarly divided into Generalitygy and Generalityy;.
Locality was split into Locality, for textual data and
Locality; for multimodal data. Portability and Stability
were evaluated as in unimodal editing.

2. Complete experimental results

We present the results of LLava-1.4 experiments in Section
??, and the complete experimental results are in Table 1, 2
and 3.

3. Prompt for Dataset Construction

During the dataset construction process, we employed GPT-
4o to extract entity types from the questions. GPT-4o0 was
further used to paraphrase questions in order to build the
Generality dataset. Additionally, based on the questions
and extracted entity types, GPT-40 provided examples of
the same entity types to construct the Stability dataset. The
specific prompts provided to GPT-4o0 are illustrated in Table
7, 8 and 9.

4. Experiment Details

In our experiments, we employed the single editing ap-
proach [4], which updates one piece of knowledge at a time
and then evaluates the results. In single editing, memory-
based methods benefit from storing just one new piece
of knowledge, while parameter-update methods can effec-
tively integrate this single update.

For experiments mentioned in this paper, we use eight
Nvidia A100 GPUs with 80GB memory. And detailed pa-
rameters are listed in Table 4, 5 and 6.
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Model

Method Reliability Generality Portability Locality — Stability

BLIP2-OPT (3.8B)

FT 15.7 82.6 28.5
IKE 98.5 36.3 54.3 46.9
MEND 97.4 96.8 22.6 99.3 37.8

SERAC 14.7
ROME 90.8 90.1 23.6 95.9
FT 242 90.1 384
IKE 99.7 98.2 53.5 50.2
MiniGPT-4 (7.8B) MEND 99.8 99.7 28.5 99.4 51.7

SERAC [IO00NINIO00N

38.0 14.9
ROME 98.4 97.5 30.9 97.2

LLaVA-1.5 (7B)

FT 20.3 94.5 323
IKE 99.8 60.0 56.2

MEND 98.6 98.4 253 99.5 58.3
SERAC 90.0 84.5 25.5 21.7
ROME 97.8 95.6 34.1 98.9

Table 1. The unimodal knowledge editing results of various editing methods applied to different MLLMs. For each model, the best results
are indicated in a dark color, and the second-best results are indicated in a light color.

Model Method Reliabilityg  Reliability;;  Generalityg  Generality;;  Portability Locality;  Locality;  Stability

FT 14.7 82.6 48.3 28.5
IKE 95.3 94.9 96.6 96.2 543 24 31.2
BLIP2-OPT (3.8B) MEND 60.3 59.6 59.7 59.6 13.6 99.1 33.2
SERAC 78.0 81.9 80.9 81.9 11.7 29 11.0

ROME 27.0 27.0 24.5 24.6 11.2 97.3 66.6 _
FT 24.5 90.1 48.1 45.0
IKE 99.1 99.3 95.1 95.1 53.5 32 423
MiniGPT-4 (7.8B) MEND 65.5 66.4 64.7 65.1 23.6 99.3 48.0
SERAC 52.1 52.8 46.2 48.0 0.8 35 0.9

ROME 29.8 29.7 28.9 29.1 20.6 96.7 87.2 _
FT 99.3 99.2 21.3 84.5 38.6 30.7
IKE 95.1 94.9 61.8 1.0 20.2
LLaVA-1.5 (7B) MEND 67.9 68.6 65.7 66.2 24.5 99.5 46.1
SERAC 26.1 26.2 26.0 25.9 13.7 10.7 14.4

ROME 30.6 30.7 30.9 31.1 24.1 98.7 88.5 _

Table 2. The transitive knowledge editing results of various editing methods applied to different MLLMs. For each model, the best results
are indicated in a dark color, and the second-best results are indicated in a light color.
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Model Method  Reliabilityg  Reliability;;  Generalityg  Generality;  Portability =~ Locality
FT 222 91.6
IKE 99.3 98.2 98.9 96.2 29.8 57.5
BLIP2-OPT (3.8B) MEND 94.3 922 93.7 85.5 16.3 98.8
SERAC 79.8 80.0 79.7 70.1
FT 98.9 222 91.6
.. IKE 55.0
MiniGPT-4 (7.8B) MEND
SERAC 59.5 60.2 55.1 45.9 1.1 97.9
FT
IKE
LLaVA-1.5 (7B) MEND
SERAC

Table 3. The multimodal knowledge editing results of various editing methods applied to different MLLMs. For each model, the best

results are indicated in a dark color, and the second-best results are indicated in a light color.

Models MaxlIter Edit Num Optimizer LR
BLIP2-OPT 20000 1 Adam le-6
MiniGPT-4 20000 1 Adam le-6
LLaVA-1.5 20000 1 Adam le-6

Table 4. FT hyper-parameters

Models MaxlIter Edit Num Optimizer LR
BLIP2-OPT 30000 1 Adam le-6
MiniGPT-4 30000 1 Adam le-6
LLaVA-1.5 30000 1 Adam le-6

Table 5. MEND hyper-parameters

Models MaxlIter Edit Num Optimizer LR
BLIP2-OPT 30000 1 Adam le-5
MiniGPT-4 30000 1 Adam le-5
LLaVA-1.5 30000 1 Adam le-5

Table 6. SERAC hyper-parameters




System:

You will be given a question and the subject of the question,
entity type of the subject. Here is an example:

Example:

Subject: George Rankin

Question: What is George Rankin’s occupation?

Entity Type: person

User:
Subject: The French Lieutenant’s Woman
Question: Who is the author of The French Lieutenant’s Woman?

you need to give the

Table 7. Prompt for entity type extraction.

System:
You will be given a question and the subject of the question,

you need to come up

with a semantically similar paraphrase question. Here is an example:

Example:

Subject: George Rankin

Question: What is George Rankin’s occupation?

Paraphrase Question: What does George Rankin do for a living?

User:
Subject: The French Lieutenant’s Woman
Question: Who is the author of The French Lieutenant’s Woman?

Table 8. Prompt for Generality dataset construction.

System:
You will be given a question and the subject of the question,

you need to give a

subject of the same entity type but different and give the answer that this
subject should have answered under the original question. Here is an example:

Example:

Subject: George Rankin

Question: What is George Rankin’s occupation?
Subject of same entity type: Leo Messi
Answer: Professional footballer

User:
Subject: The French Lieutenant’s Woman
Question: Who is the author of The French Lieutenant’s Woman?

Table 9. Prompt for Stability dataset construction.
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