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Comparison with ACE++ [2] While they adopt channel-
wise concatenation of latent noise, image, and mask (Eq. 4),
UniVG builds on this idea to support task-unified model-
ing with fixed-length MM-DiT inputs across a broader task
spectrum, including tasks not addressed in ACE++, such
as layout-guided generation and ID customization. Un-
like them, which trains multiple vertical models with task-
specific finetuning, UniVG employs a single model with a
unified conditioning abstraction that flexibly incorporates
images, masks, text, layouts, and face embeddings. Our
three-stage curriculum (Table 5&6) is empirically designed
to manage task interference (e.g., ID hindering editing) and
to leverage synergy (e.g., depth aiding editing), an aspect
not explored by ACE++. In addition, our UniVG achieves a
greater inference efficiency by maintaining fixed-length in-
puts, thereby avoiding the scaling limitations of sequence
concatenation used in ACE++ (Table 7).

Comparison with OmniGen [5] and OneDiff [1] Both
OneDiff and OmniGen concatenate additional images with
the noise, resulting in an excessively long sequence that sig-
nificantly increases computational overhead (Table 7). Fur-
thermore, we believe such generalist design choices, espe-
cially when supported by empirical results and training in-
sights, represent a meaningful step forward in building de-
ployable foundation models.

Results on Text-guided Inpainting The comparisons in
text-guided inpainting on EditBench [4] are shown below.
UniVG even outperforms inpainting models, where we can
recover the masked region that is more aligned with the
given prompt (T2I) as well as the reference image (I121).

CLIP-Score SD DL2 IM SDXL UniVG

T2I 29.7 29.1 31.5 304 33.6
1211 749 76.1 76.6 825 873
Mean 1 52.3 52.6 53.6 564  60.5

Results on Depth Estimation We follow OneDiff [1] and
evaluate the depth estimation task on DIODE [3]. Our uni-

fied model surpasses prior task-specific methods, such as
DivDep and MiDaS$, and achieves competitive performance
with LeReS. This highlights the potential of UniVG to sup-
port precise vision tasks.

Metric DivDep MiDaS LeReS DA2 OneDiff UniVG

AbsRel | 376 332 271 27.1 294 322
017 63.1 715 76.6 748 752 75.3
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