CityGS-X': A Scalable Architecture for Efficient and Geometrically Accurate
Large-Scale Scene Reconstruction

Supplementary Material

Implementation Details

Given that Mill-19 [*] and UrbanScene3D [] consist of
thousands of high-resolution images, we adhere to the
methodology outlined in previous works [*] by downsam-
pling the images by a factor of 4 for both training and val-
idation. For evaluation, we adopt the configuration from
Momentum-GS [ '], which excludes color correction when
computing the metrics. Regarding the depth-prior filter, we
set the threshold 74 to 1. In the training process for the
Rubble, Building, Residence, and Sci-Art datasets, we de-
fine the total number of training steps as 100,000. The an-
chor growing process is maintained until the 50,000th step.
The Step 2 Depth-Prior loss is introduced at the 10,000th
iteration, with its weight progressively decreasing from 1
to 0 as training advances. The Step 3 Batch-Level Geo-
metric Training is initiated at the 30,000th iteration, during
which the weight of this loss incrementally rises from 0 to
0.2 throughout the training duration.

Given that MatrixCity [] comprises over 5000 images,
we conducted training for 150,000 iterations. Following
the approach of CityGS-V2 [ /], we downsampled the im-
ages by a factor of 1.2 for training purposes. Owing to the
scene’s relatively simple geometric structure, the monocu-
lar depth estimator method performs with greater accuracy
in this context. Consequently, we introduced the Enhanced
Depth-Prior Training (Step 2) at the 10,000th iteration and
implemented the Batch-Level Geometric Training (Step 3)
at the 100,000th iteration.

For mesh reconstruction, we render both visual images
and depth maps from multiple viewpoints. These ren-
dered outputs are subsequently fused into a projected trun-
cated signed distance function (TSDF) volume ["], ulti-
mately generating high-quality 3D surface meshes and point
clouds. We set the voxel size of 0.01 and SDF truncation of
0.04 in MatrixCity, Residence, and Sci-Art, while 0.001,
0.004 in Rubble and Building datasets.
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Figure 1. Visual comparison between 1080P and 4K training with
our method.

Figure 2. Training ablations for MatrixCity.

4K Training and Rendering.

To demonstrate that our method maintains high-quality re-
construction even at higher resolutions, we compare train-
ing results between 1080P and 4K settings, as shown in
Fig. |. The 1080P model is trained with § GPUs and a
batch size of 16, while the 4K model uses the same num-
ber of GPUs but a batch size of 8 due to increased memory
consumption. The qualitative comparison shows that our
method also achieves consistently high reconstruction qual-
ity in 4K settings. The 4K model preserves fine-grained de-
tails, such as sharp edges, clear road markings, and accurate
object boundaries, without introducing artifacts or degra-
dation. This indicates that our approach effectively scales
to higher resolutions, ensuring robustness and reliability in
large-scale urban scene reconstruction.

Overall Mesh Visualization

In Fig. © and Fig. /, we visualize textured meshes and
meshes of our method and CityGSV2 [ /] on Sci-Art, Res-
idence, Rubble, Building. Our mesh exhibits superior geo-
metric structure, demonstrating enhanced accuracy and de-
tail compared to CityGSV2. In the Sci-Art, our mesh has
fewer floaters, while at the bottom of the Residence and
Rubble we have fewer holes. In the Building datasets, for
the central building, we preserve its texture while maintain-
ing accurate structural integrity, a capability that CityGSv2
fails to achieve.



Table 1. Training Resources Consumption on Mill19 ['] dataset and UrbanScene3D [] dataset. We present the allocated memory

(GB) during evaluation. For 3DGS-based methods.

Building Rubble Residence Sci-Art
Models
Time] Mem] Time]l Mem| Time] Mem) Time] Mem]

Mega-NeRF [ ] 19:49 5.84 30:48 5.88 27:20 5.99 27:39 5.97
Switch-NeRF [ /] 24:46 5.84 38:30 5.87 35:11 5.94 34:34 592
3DGS [ ] 21:37 4.62 18:40 2.18 23:13 3.23 21:33 1.61
VastGS' [ ] 03:26 3.07 02:30 2.74 03:12 3.67 02:33 3.54
DOGS ['] 03:51 3.39 02:25 2.54 04:33 6.11 04:23 3.53
CityGS-X 03:00 2.00 02:15 2.29 02:40  2.61 03:30 1.40

CityGS-V2

Residence

Figure 3. Qualitative comparison between CityGS-V2 [ /] and ours in generated textured meshes.

Inference Speed

In Tab. ~, we test the inference performance of our method
on the MatrixCity dataset. Our framework achieves 40 FPS
on a single GPU at 1920 1080 resolution. When scaling to
two and four GPUs, the frame rate slightly decreases to 36
FPS and 29 FPS, respectively, due to inter-GPU communi-
cation overhead.

Table 2. Inference speed on MatrixCity.

BS./GPU 1/1 2/2 4/4
FPS 40 36 29

Resolution Datasets

19201080  MatrixCity

Training Strategy Ablation on MatrixCity

In Fig. ~, in the first row we directly add the Batch-Level
Geometric Training (Step 3) without the transition of Step
2, and the large plane of the scene on the ground is hard to
converge. In the second row, without Step 3, some geomet-
ric details on the ground are not accurate. Therefore, both

Step 2 and Step 3 are necessary for optimizing geometry.

Training Resources Consumption

Tab. | presents the training resource consumption of var-
ious methods on the Mill19 and UrbanScene3D datasets.
It reports the training time (Time |) and memory usage in
GB (Mem |) across four different scenes: Building, Rubble,
Residence, and Sci-Art.

Among all methods, CityGS-X achieves the fastest train-
ing time and lowest memory consumption across all scenes.
Specifically, it requires only 3:00 minutes and 2.00 GB for
the Building scene, 2:15 minutes and 2.29 GB for Rubble,
2:40 minutes and 2.61 GB for Residence, and 3:30 min-
utes and 1.40 GB for Sci-Atrt. In contrast, Mega-NeRF and
Switch-NeRF take significantly longer training times (e.g.,
up to 38:30 minutes for Rubble) and higher memory us-
age ( 5.9 GB). 3DGS, VastGS, and DOGS show moder-
ate resource consumption, but CityGS-X consistently out-
performs them in both speed and efficiency. These results
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Figure 4. Qualitative comparison between CityGS-V2 [ /] and ours in generated meshes.

Figure 5. Qualitative results of our generated meshes on MatrixCity [ '] dataset.

highlight the superior efficiency of CityGS-X, making it a
more practical choice for large-scale scene reconstruction
with limited computational resources.
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