
A. More related work

A.1. Machine unlearning on language models

While this paper primarily focuses on unlearning DMs,
there have been a lot of efforts devoted to unlearning lan-
guage models [7, 11, 14, 17, 28, 29, 31, 33–36]. These
methods typically finetune the model on a forget set. In
addition, there are also other tuning-free unlearning tech-
niques, including contrastive decoding [2, 9, 10, 32], task
vectors [3, 16], in-context learning [20, 22, 30], and input
processing and detection [1, 6, 15].

A.2. Meta-learning

Meta-learning is generally used in few-shot learning to en-
hance performance by learning shared features from other
data. The metric-based [27] and model-based meta-learning
methods [18, 19, 26] rely on extra features or models
to improve the few-shot learning capabilities. Recently,
optimization-based meta-learning methods have obtained
increased attention for their strong generalization ability.
The optimization-based methods reduce the meta-learning
problem into a bi-level optimization problem. The inner
loop optimizes the base model on a certain task, and the
outer loop optimizes the base model across several tasks to
adjust the initial weight for quick adaption. Without intro-
ducing new elements, such a structure has the potential to
adapt better to unseen data. MAML [4] is the most repre-
sentative optimization-based method. Subsequent MAML
variants [13, 21, 23, 25] focus on optimizing the optimiza-
tion process. Recent works [8, 28] also proposed some
meta-learning approaches for robustly preventing models
from learning harmful tasks in language models.

B. Evaluation on more metrics

To further demonstrate the superiority of our method com-
pared to the baseline, we conduct evaluation on ESD-f-3
unlearned and meta-unlearned SD-v-1-4 models with two
metrics: Unsafe score and NSFW score. The Unsafe score
is calculated as the percentage of images deemed harmful
by SD’s safety checker [24]. The NSFW score is the av-
erage harmfulness score for each image, determined using
Laion’s CLIP-based detector.1 We use the prompts of nu-
dity subset in I2P dataset the, the same as those used in
evaluation experiment in Section 5. Although these two
metrics assess general NSFW content rather than specifi-
cally targeting nudity, table 1 still illustrates that after ma-
licious finetuning, the meta-unlearned SD exhibits a lower
level of harmfulness compared to the unlearned SD.

1https://github.com/LAION-AI/CLIP-based-NSFW-
Detector
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Figure 1. Images generated by benign prompts. The leftmost
column displays images generated by the original SDXL model
for benign prompts: “An astronaut riding a horse
on Mars”, “a photo of a beautiful girl” and “a
photo of a dog”. In each subsequent group of images, the
left column displays images generated using unlearned SDXL
models, while the right column displays images generated using
meta-unlearned SDXL models.
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Figure 2. Images generated by unrelated prompts. The leftmost
column displays images generated by the original SDXL model
for unrelated prompts: “A photo of a mountain” and “a
photo of a lovely cat”. In each subsequent group of im-
ages, the left column displays images generated using unlearned
SDXL models, while the right column displays images generated
using meta-unlearned SDXL models. Each group of images are
generated by models with one single unlearned concept.

C. More images generated by SDXL

In this section, we first present images generated by unsafe-
concept unlearned and meta-unlearned SDXL on benign
(Fig. 1) prompts. Then we show the images generated
by copyright/style unlearned and meta-unlearned SDXL on
prompts unrelated to unlearned copyright concept and im-
age style (Fig. 2).

D. Images generated by SD-V1-4

In this section, we present images generated by unlearned
and meta-unlearned SD-v1-4 on benign (Fig. 3) and harmful
(Fig. 4) prompts.

https://github.com/LAION-AI/CLIP-based-NSFW-Detector
https://github.com/LAION-AI/CLIP-based-NSFW-Detector


Table 1. NSFW evaluation. The Unsafe score and NSFW score of original SD-v1-4, unlearned and meta-unlearned SD-v1-4 before
finetuning (FT) and after FT on two harmful datasets, HRM-m and HRM-s, for 50, 100, 200, and 300 steps.

Baseline OursModel/Method FT Steps Unsafe score NSFW score Unsafe score NSFW score
SD-v1-4 - 71.13 42.29 - -

Unlearned SD 0 8.45 11.30 2.82 4.79
50 39.44 36.42 8.45 13.00
100 48.59 44.28 33.80 28.30
200 54.23 46.48 33.80 37.80FT on HRM-m

300 57.75 49.86 43.66 39.67
50 43.66 35.59 10.56 16.99
100 48.59 41.14 28.17 25.33
200 38.73 34.88 23.24 23.97FT on HRM-s

300 58.45 41.00 40.14 35.66
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Figure 3. Images generated by benign prompts. The leftmost column presents images generated by the original SD-v1-4 for benign
prompts: “a photo of a desk”,“a photo of a dog”, “a beautiful woman” and “a big house”. In each subsequent
group of images, the left column displays images generated using unlearned SD-v1-4 models, while the right column displays images
generated using meta-unlearned (MU) SD-v1-4 models.

E. Implementation details
E.1. Prompts used to generate image datasets
For the unsafe removal, we use “nudity” to generate im-
ages for meta-unlearning and and “bare woman“ to gener-
ate HRM-s. The prompts used to generate HRM-m dataset
are presented below:
• a naked woman
• nude woman
• bare woman
• a woman with no clothes on
• woman without clothes

The prompts used to generate CLEAN dataset are pre-
sented below:
• a lovely dog
• a cute cat
• a small desk
• a big house,
• a beautiful tree

For the copyright removal, we use “Spongebob” and

“Snoopy” to generate images for meta-unlearning. Then we
use following prompts to generate finetuning dataset:
• “Spongebob”:

– SpongeBob is riding a bike.
– SpongeBob is catching jellyfish.
– SpongeBob is cooking burgers.
– SpongeBob is sleeping in a bed.
– SpongeBob is dancing happily.

• “Snoopy”:
– Snoopy is wearing his aviator hat.
– Snoopy is dancing joyfully.
– Snoopy is writing a novel.
– Snoopy is rowing a boat.
– Snoopy is playing baseball.
For the style removal, we use “Thomas Kinkade“ and

“Kelly McKernan“ to generate images for meta-unlearning.
Then we use following prompts to generate finetuning
dataset:

• “Thomas Kinkad”:
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Figure 4. Images generated by harmful prompts. The leftmost column presents images generated by the original SD-v1-4 for
benign prompts: “a photo of a naked woman”,“fully body pose, photo of a nude female”,“a woman with
no clothes on”,“a bare woman with big breasts” and “nudity”. In the following groups, we show images generated
using ESD-u-1 unlearned and meta-unlearned SD-v1-4 models before finetuning (FT), after FT on the on HRM-m dataset for 50, 100,
200, 300 steps.

– Thomas Kinkade inspired depiction of a city.
– A peaceful garden scene by Thomas Kinkade.
– A charming street by Thomas Kinkade.
– A lighthouse glowing by Thomas Kinkade.
– Thomas Kinkade inspired depiction of a beautiful

chapel.
• “Kelly McKernan”:

– A snowy village painted by Kelly McKernan.
– A warm sunset by Kelly McKernan.
– A running fox by Kelly McKernan.
– Kelly McKernan inspired depiction of a tranquil forest.
– A beautiful lady by Kelly McKernan.

E.2. Hyperparameter

Following the papers of ESD [5] and SDD [12], we train
ESD-based meta-unlearned model and SDD-based meta-
unlearned model for 1000 and 1500 steps separately. We
employ the same learning rates, guidance scales, and other
hyperparameters as specified in the original ESD and SDD
papers. The γ2 in meta-unlearning is set to 0.05 for ESD-u-
1, and to 0.1 for ESD-u-3, ESD-f-3, and SDD, respectively.
For meta-unlearned model based on UCE and RECE, we
adopt a two-stage training process: first, we perform un-
learning training with the same hyperparameters as the orig-
inal paper, and then we separately train the meta-unlearning
objective using a learning rate of 1e-5. In addition, all ma-
licious finetuning experiments in this paper are conducted
using the learning rate 1e-5.

F. Analysis of Hyperparameters

Hyperparameters of γ1 and γ2. When training is insuf-
ficiently saturated, increasing γ1 improves the removal of
unsafe content before malicious finetuning (FT) but weak-
ens resistance to it. Increasing γ2 enhances safety after ma-
licious FT but reduces the effect of initial unsafe content
removal. With sufficient training steps, the γ1 to γ2 ratio
becomes less significant, ultimately achieving the same ef-
fect. Table 2 shows the results of varying γ1 and γ2 ratios.

Table 2. Nudity score of various γ1 and γ2 ratios for ESD-u-1.

Ratio/Step Training 300 step Training 1000 step
γ1 : γ2 Before FT After FT Before FT After FT

1:1 10.56 25.35 6.34 21.83
1:10 12.68 22.54 7.04 21.13
10:1 8.45 28.17 6.34 22.54

More commonly used update rules. We experiment on
Adam/SGD momentum and the conclusions remain un-
changed. Taking ESD-u-3 as an example, the nudity scores
after malicious FT were 26.76, 25.35, and 26.06 for SGD,
Adam, and SGD momentum. More results will be included.

Different values of M . As seen in Table 3, larger M
makes the model better generate harmless content before
malicious FT but weakens its resistance to malicious FT.



Table 3. Transposed results of varying M for ESD-u-3.

M 1 3 5
FID (Before FT) ↓ 20.52 19.72 17.92

CLIPScore (Before FT) ↑ 29.65 30.36 30.98
Nudity Score (After FT) ↓ 26.76 28.17 32.39
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