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A. Limitation
While Teleportraits has demonstrated state-of-the-art per-
formance in the task of human insertion into scenes, there
are some limitations to the method.

Firstly, Teleportraits performs the best with full-body im-
ages as reference, and will suffer from problems like low-
quality personalization and disproportional human sizes if
the reference image only contains the upper body, or only
the face of the human (Fig. 8)

Figure 8. Failure case 1. When the reference image only contains
a small part of the body, the personalized generation quality de-
grades.

Secondly, the quality of the generation is influenced by
the text prompt, especially when the scene is complex or the
person has many detailed visual characteristics to capture.
For example, a shorter prompt like “a person sitting on the
bed” will lead to worse result compared to a more detailed
prompt like “a man wearing blue shirt and dark jeans sitting
on the bed”. Another example would be “a person sitting
on the sofa” leads worse result compared to a more detailed
prompt like “a person sits in the round sofa chair at one
corner, surrounded by three empty chairs, top-down”, on
a scene containing multiple sofas captured from top-down
view (Fig. 9). This is probably due to the bias in large-scale
internet dataset that the diffusion model is trained on, but
overall, for common scene images and people, the effort for
prompt tuning is minimal.

B. More Ablation Results
Here we present more ablation studies on the hyper-
parameters used in Teleportraits.

Influence of classifier-free guidance scale. In Fig. 10, we
present the effect of different classifier-free guidance scale
has on the final generated images. With a guidance scale
of 1, it is equivalent to disabling classifier-free guidance,
and therefore only the scene image is reconstructed and

Figure 9. Failure case 2. The influence of text prompts with com-
plex examples.

no human is being generated. With the guidance scale
increasing, we can observe that the human being generated
is getting clearer and clearer, taking up more space in the
image. This is because a larger guidance scale will drive
the generation more towards the direction of text prompt,
where a human is included.

Influence of latent blending timesteps. In Fig. 11, we
show how different latent blending timesteps influences the
output images. We can observe that applying latent blend-
ing during earlier timestep results in more obvious changes
in backgrounds. This is because diffusion models usually
determine the structure and layout during early timesteps,
and detailed appearances are determined during the later
timesteps. When we move the t range to later timesteps, we
can see that the background fidelity significantly increases.
However, if we only apply latent blending right before the
denoising process finishes, it may result in visual artifacts
such as a glow surrounding the subject. Therefore, we
choose to apply latent blending during t ∈ [10, 20] in
Teleportraits to achieve a balance between background
preservation and overall image quality.

Influence of performing mask-guided on the uncondi-
tional branch. Here we compare our mask-guided self-
attention mechanism with the one proposed in Consis-
tory [45]. In particular, the main difference between our
method and the one used in Consistory is that we are only
applying the mask-guided self-attention on the conditional
generation branch of classifier-free guidance. In contrast,
Consistory applies it on both the conditional branch and
unconditional branch during generation. We report the re-
sults in Fig. 12, which clearly indicates that applying mod-



Figure 10. Influence of guidance-scale. Results show that with a larger guidance scale, we can achieve better human insertion into scenes
because the generation process will be guided more towards the text prompt, which describes the scene containing a human.

Figure 11. Influence of latent blending timesteps. We report results obtained by applying latent blending during t ∈
[0, 10], [10, 20], [20, 30], [30, 40], [40, 50]. The Denoising process starts from t = 50 and ends in t = 0, meaning that larger t indi-
cates earlier diffusion steps, and smaller t represents later steps. Results show that applying latent blending during t ∈ [10, 20] achieves a
perfect balance between background preservation and seamless foreground blending.

ified self-attention on both conditional and unconditional
branches during generation largely degrades the personal-
ization quality, demonstrating Teleportraits’s superior per-
formance in transferring visual features from a single refer-
ence image into various scenes during human generation.

C. VLM Evaluation Details

Following the GPT evaluation protocol in [10], we de-
signed three different prompts for evaluating Telepor-
traits’s ability in subject identity preservation (Fig. 13),
text alignment (Fig. 14), and background scene preserva-
tion (Fig. 15). The GPT model version is GPT-4o, and all

evaluations are performed with a temperature of 0 and high
image details.

D. Human Evaluation Details

We conducted a paired human preference study on subject
fidelity, prompt alignment, and background fidelity, com-
paring Teleportraits to the baseline works as listed in Sec. 5
of the main paper. The results are summarized in Fig. 6 in
the main paper.

We provide example questions of the user study. For sub-
ject fidelity, participants were presented with a reference



Figure 12. Influence of whether applying self-attention feature transfer on the unconditional branch. Results show that only applying
mask-guided self-attention on the conditional branch as in Teleportraits can significantly increase the personalization performance, gener-
ating subjects highly similar to the reference.

image and several generated images using different meth-
ods, and were asked to rank the generated images accord-
ing to which better represents the subject in the reference
image, as shown in Fig. 16. For prompt alignment, the sub-
jects were presented with the generated images alongside
the text prompt used to generate these images, and were
asked to rank the images according to which aligns best
with the given prompt, as shown in Fig. 17. For background
fidelity, the subjects were presented with the generated im-
ages alongs with the original scene image, and were asked
to rank the images according to which aligns best with the
original scene image, with an example shown in Fig. 18. A
total number of 51 users responded to 36 ranking questions,
resulting in a total of 1836 responses.

E. Implementation Details
E.1. Code Snippet



Figure 13. GPT prompts for evaluating personalization quality.



Figure 14. GPT prompts for evaluating prompt alignment.



Figure 15. GPT prompts for evaluating background fidelity during insertion.



Figure 16. Example questionnaire for evaluating subject fidelity.



Figure 17. Example questionnaire for evaluating prompt alignment.



Figure 18. Example questionnaire for evaluating background fidelity.



Figure 19. Code snippets of the core components in Teleportraits.
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