VideoRFSplat: Direct Scene-Level Text-to-3D Gaussian Splatting Generation with
Flexible Pose and Multi-View Modeling

Supplementary Material

A. Details of VideoRFSplat

Here, we present additional details on VideoRFSplat, ex-
panding on the discussion in Section 4 to address space
constraints. We first delve into the architecture and camera
optimization of the dual-stream pose-video joint model in
Section A.1, emphasizing key modifications from the Mochi
video generation model. Following that, Section A.2 details
the architecture of the Gaussian Splat decoder. Lastly, in
Section A.3, we outline the previously omitted aspects of
CFG for camera-conditioned generation.

A.1l. Dual-Stream Pose-Video Joint Model

Architecture. We adopt Mochi [11] as the backbone for
our video generation model without any architectural mod-
ifications. Mochi utilizes an Asymmetric Diffusion Trans-
former architecture with full 3D attention, enabling high-
fidelity video synthesis. The model consists of approximately
10 billion parameters, and it employs the T5-XXL model [9]
as its text encoder to extract text-conditional embeddings.
For further architectural details, we refer the reader to [11].

For the pose generation module, we employ the same
Asymmetric Diffusion Transformer architecture as Mochi
but with a more efficient configuration. Specifically, we set
the hidden size to 256, the patch size to 2, the number of
attention heads to 4, and the input size of the ray embedding
to 10 x 16. While the video generation model consists of
48 transformer blocks, the pose model is designed with 16
blocks for computational efficiency. Both models share the
same text encoder. The pose model is trained from scratch.

The communication block is placed at every three blocks
in the video model and at every single block in the pose
model, allowing periodic information exchange between the
two streams. Communication is omitted in the final layer
to maintain independent final representations. To prevent
significant changes in the initial output of the video model,
weights and biases of the linear layer in the communication
block are initialized to zero.

Ray to camera parameters. To recover camera param-
eters from generated rays, we follow a slightly optimized
version of the RayDiffusion approach [16], which is utilized
in SplatFlow [4]. In summary, the camera center is estimated
by minimizing the mismatch between rays. Next, the projec-
tion matrix is computed using a least-squares approach and
decomposed into the intrinsic matrix and rotation. Finally,
optimization with the Adam optimizer [5] is applied to refine
the intrinsic and rotation matrices, enforcing shared intrinsic

parameters across all views. Then, we slightly refine camera
poses to be consistent with source views.

A.2. Details of Gaussian Splat Decoder

The Gaussian Splat Decoder follows a 3D-CNN architec-
ture, adopted from the decoder of Mochi [11]. To enhance
global context modeling, we add two attention layers to each
residual block in the lowest layer and do not use causal
3D convolutions [14]. Additionally, we incorporate Pliicker
ray embeddings as inputs to the decoder. Specifically, the
embeddings follow the format of LGM [10], forming a 9-
channel representation. These embeddings are transformed
to match the resolution of the intermediate representations in
each decoder block and are injected via additional 3D con-
volution layers. The Gaussian Splat Decoder outputs depth,
opacity, RGB, rotation, and scale, forming an 11-channel
output. To accommodate this, we introduce an additional
1 x 1 convolution layer in the output layer. For 3DGS render-
ing, we utilize Gsplat [13] library, which offers the efficient
implementation.

A.3. Details of Camera Conditioned Generation

Classifier-Free Guidance details. To implement camera-
conditioned generation, we follow the formulation pre-
sented in [1]. Since our generation task involves multi-view
generation conditioned on both a text prompt and a cam-
era trajectory, we decompose these two conditions within
the Classifier-Free Guidance (CFG) framework like Har-
mony View [12]:
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where s and s, represent the guidance strengths for the
camera pose and text conditions, respectively, and ¢,y de-
notes the null text condition used in CFG. Also, following
DiffusionForcing [2], we slightly noise the camera pose con-
dition to the better conditional mechanism as tg = 0.05.
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B. Further Details of Experimental Setups

Training dataset. We use multiple datasets for training,
each containing multi-view images with camera annota-
tions. The MVImgNet [15] dataset originally consisted of
219,188 scenes with camera parameters. After filtering out
erroneous scenes, we retained approximately 200K scenes.



For validation, 1.25K scenes were allocated for each specific

task. The DL3DV [7] dataset, which initially contained 10K

scenes, was similarly processed, with 300 sequences desig-

nated for the validation set. Additionally, we incorporate the

RealEstate10K [17] and ACID [8] datasets in our training

pipeline. However, during downloading and preprocessing,

approximately 20% of the total data was lost due to filtering

and quality control steps. These datasets collectively provide

a diverse set of multi-view scenarios:

* MVImgNet consists of object-centric video, capturing
various objects within controlled environments.

* DL3DV primarily contains outdoor scenes, featuring com-
plex natural landscapes and diverse conditions.

* ACID focuses on aerial scenes, providing a wide range of
viewpoints from aerial.

* RealEstatel0K comprises indoor scenes, primarily fo-
cused around residential rooms and houses.

To generate text captions, we extract multiple captions per
sequence for the DL3DV, RealEstate 10K, and ACID datasets,
enabling fine-grained descriptions for each sequence. Each
sequence is divided into groups of 32 images, and captions
are generated using the InternVL2.5-26B model [3]. In con-
trast, for the MVImgNet dataset, we generate a single cap-
tion per scene to provide a concise summary of the overall
content. Since MVImgNet is an object-centric dataset, the
main object remains consistent across all images within a
sequence, making a single caption sufficient for describing
the entire scene. To ensure that the captions accurately cap-
ture the main object while remaining concise, we randomly
select one of the following three prompts:

* ”Briefly describe the main object in the image, including
its color and key features, in a single concise sentence.”

* ”Describe the main object and its surroundings in 15 words
or fewer, using keywords or a short phrase.”

* "Summarize the main object’s color, texture, and shape in
no more than 15 words, using a concise phrase.”

Training Details. We train the joint pose-video model
with a batch size of 16 for 120K iterations. We use an initial
learning rate of 5 x 10~° with a cosine decay schedule and
a warm-up period of 1000 steps. Training is implemented
using Fully Sharded Data Parallel (FSDP) for memory effi-
ciency, and we optimize the model using the Adam optimizer.
For timestep sampling, we uniformly sample both pose and
multi-view timesteps. To further improve training efficiency,
text embeddings are precomputed and stored prior to train-
ing. For training the Gaussian Splat decoder, we use a batch
size of 8 for 400K iterations with a learning rate of 5 x 10~°.
During the first 300K iterations, we render 13 target views
for training, and in the final 100K iterations, we increase the
number of target views to 19.

Inference and Evaluation. For inference, we follow the
default timestep schedule used in Mochi. Unless otherwise
specified, we use 64 sampling steps. Additionally, as shown
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”A rainbow over a waterfall”
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”A pair of lovebirds in a golden cage”

Figure A.1. Generated multi-view images from image-first asyn-
chronous sampling. Accelerating the denoising of multi-view im-
ages, instead of the pose modality, leads to severe degeneration.

in the ablation study, we set § = 0.2 as the default. Metrics
computation and evaluation splits are configured following
the setup of SplatFlow [4]. Additionally, during sampling,
one possible approach for modified Classifier-Free Guidance
(CFG) is to continuously sample random poses from N/ (0, T).
However, we found that pre-sampling the poses and keeping
them fixed during generation leads to improved stability.

C. Additional Results

C.1. Image-First Asynchronous Sampling

We primarily accelerate the denoising of the pose modality to
reduce mutual ambiguity during the sampling process. How-
ever, the effectiveness of asynchronous sampling for faster
multi-view images remains an open question. To explore
this, we conduct an experiment where images’ denoising
is performed at an accelerated rate with 6 = 0.2. We illus-
trate the generated multi-view images from such image-first
asynchronous sampling in Fig. A.1. As shown in the figure,
accelerating the denoising of multi-view images, rather than
the pose modality, results in a significant failure in genera-
tion. This observation suggests that, unlike the pose modality,
the image modality is not as robust to accelerated denoising,
leading to severe artifacts.

C.2. Additional Qualitative Comparison

We present additional qualitative comparison results of text-
to-3DGS in Fig. A.2. Consistent with Fig. 5, our VideoRF-
Splat can generate more realistic and detailed scenes than
baselines without relying on SDS refinements.

C.3. Additional Qualitative Results

Figure A.3, A4, and A.5 illustrate additional qualitative
results of VideoRFSplat. As shown in the results, VideoRFS-
plat can generate high-quality 3DGS aligned with text inputs.

C.4. Results on Camera Conditioned Generation

Due to the limited space, we hereby supplement qualitative
results on camera conditioned generation. Figure A.6 shows
that VideoRFSplat accurately generates images following
camera trajectories while aligned with text prompts.



A hot air
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clear sky.
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running shoes

waiting by the
treadmill.
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pocket watch
with a golden

chain.
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747

.. a classical
architectural
structure with
two prominent
female statues
on either side..

Original w/ SDS++ Original w/ SDS++
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Text Director3D [6] SplatFlow [4] Ours

Figure A.2. Additional qualitative comparison with Director3D [6] and SplatFlow [4]. Our VideoRFSplat generates more realistic scenes
compared to baselines without relying on SDS++ [6].



“.. a rocky surface with various
shades of gray and patches of
orange lichen...”

K

“.. a garden area with various
potted plants,.. The garden is
adjacent to a building with a
blue wall and a white door...”

“The image shows a lush, green
indoor garden with various
plants and foliage..”

“..a modern coffee shop interior
with a counter, display case, and
various coffee-making
equipment..”

Figure A.3. Additional qualitative results.We present eight rendered scenes along with their corresponding camera poses from text prompts,
with image border colors indicating the respective cameras.



“.. a traditional Chinese
building with a tiled roof and a
black entrance door...."

“The image shows a clothing
store with racks of dresses on
display.”

“A stone building with a tiled
floor and an arched window.”

“A parking lot with several cars
parked, a red tree in the
background”

Figure A.4. Additional qualitative results.We present eight rendered scenes along with their corresponding camera poses from text prompts,
with image border colors indicating the respective cameras.



“A serene camping area with
several tents set up on a grassy
hillside, surrounded by trees and
a stone pathway.”

“A modern office space with a
large table and chairs, a couch,
and a TV on the wall...”

Figure A.5. Additional qualitative results.We present eight rendered scenes along with their corresponding camera poses from text prompts,
with image border colors indicating the respective cameras.

“Green manicured landscape,
smooth lawn, rounded islands.”

“Tray, shells, book, starfish,
blue vases, hydrangea, calm,
coast.”

Figure A.6. Qualitative results on camera-conditioned generation. We present generated multi-view images from given text and camera
trajectory conditions. VideoRFSplat can perform camera-conditioned generation.
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