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A. Experimental setup
A.1. Reward functions
We provide a brief overview of the reward functions in-

volved in this study as follows:

HPS v2 [10]. Leveraging the prompts from both Diffu-

sionDB [9] and COCO Captions [2] in conjunction with the

images synthesized by diverse generative models, human

annotators offer subjective preferences for images gener-

ated in response to identical prompts. HPS v2 is established

upon OpenCLIP-H and undergoes fine-tuning using the col-

lected preference data. Noteworthy is that HPS v2 not only

evaluates image quality but also scrutinizes the alignment

between generated images and the text prompts.

PickScore [4]. Similar to HPS v2, PickScore also employs

OpenCLIP-H fine-tuned on preference data. The difference

is that the training data for the latter is collected through a

web application, where users can generate pairs of images

produced by different diffusion models with different hy-

perparameters and then rate them.

Symmetry [11]. Symmetry, as a low-level reward function

defined in pixel space, is formulated as follows: R (x) =
‖x−flip(x)‖1

std(x) , where flip(·) denotes the mirror flip operation,

std(·) calculates the standard deviation of pixel values in

the input image. In contrast to the usage employed in [11],

where CLIPScore [6] is integrated as a regularization com-

ponent, our study combines HPS v2 [10] and PickScore [4]

in a 1:10 ratio to serve as the regularization term. This

approach has exhibited enhanced efficacy in fostering text-

image alignment and enhancing the overall quality of im-

ages.

Aesthetic [8]. The LAION aesthetic predictor is built on

top of a CLIP [6] image encoder, combined with a multi-

layer perceptron (MLP). It is trained on a manually anno-

tated dataset and can rate a given image on a scale of 1 to

10. Aesthetic only measures image quality, without consid-

ering the provided text prompts.

Compressibility [1]. Compressibility evaluates the recon-

struction error between images before and after JPEG com-

pression, thereby encouraging the diffusion model to syn-

thesize simple images.

A.2. AI preference study
This study introduces AI preference evaluation. Specifi-

cally, we utilize the advanced multimodal model GPT-4V

as an automatic evaluator, which demonstrates the ability to

provide logical evaluations and reasons that align with hu-

man preferences. Fig. 1 illustrates the instruction and eval-

uation process.

B. Additional experimental results
B.1. Additional qualitative comparison
Limited by the fact that DRaFT-LV and DRTune have not

been open-sourced to the community. Furthermore, for a

more comprehensive comparison, we also provide an un-

aligned qualitative comparison with the results reported in

[11], i.e., using the same text prompts. As shown in Fig. 2,

our method achieves high-quality results.

B.2. Scaling and mixing LoRA weights
In alignment with prior works [3, 5], SHORTFT also sup-

ports controlling the fine-tuning strength by scaling LoRA

weights. This is achieved by the multiplication of the LoRA

parameters by a scalar α < 1, thereby enhancing the prox-

imity of the fine-tuned parameters to those of the original

pre-trained model. Fig. 3 visually depicts the seamless in-

terpolation process between the pre-trained model and the

SHORTFT fine-tuned model.

Furthermore, we demonstrate the ability of SHORTFT

to interpolate between different reward functions during the

inference stage. This is achieved by linearly combining the

LoRA parameters trained with different reward functions,

as shown in Fig. 4.

Method SHORTFT SHORTFT + DRaFT-LV

HPS v2↑ 35.97 36.27

Table 1. Objective results of integrating ShortFT and DRaFT-LV.

B.3. Integration with existing methods
As outlined in Sec. 4 of the main paper, our method re-

tains a subset of timesteps without introducing LoRA, pro-

viding an opportunity to integrate with existing methods,

e.g., DRaFT-LV [3], leading to improved performance. As

discussed in Fig. 2 of the main paper, DRaFT-LV overlooks

direct supervision in the early stages of the denoising chain,

resulting in suboptimal alignment with text prompts. How-

ever, it excels in refining appearances, making it comple-

mentary to our approach. Therefore, we present the objec-

tive results of integrating SHORTFT with DRaFT-LV on the

HPDv2 using the HPS v2 reward function, with SHORTFT

and DRaFT-LV being executed sequentially. Table 1 indi-

cates that DRaFT-LV further enhances the performance.

B.4. Additional visual results
Fig. 5 and 6 show more visual results of our approach

achieved on HPS v2 and PickScore, respectively.



C. Limitation and discussion.

This study has made significant strides in the field of dif-

fusion model alignment, attributed to the utilization of a

trajectory-preserving few-step diffusion model. Neverthe-

less, the success of this approach is contingent upon ad-

vancements in diffusion distillation, as illustrated in Fig. 3

of the main paper. While the current technique, Hyper-SD

[7], has exhibited dependable performance, there is scope

for enhancement in alignment with teacher models. It is

posited that the refinement of diffusion distillation methods

will supplement our approach.

Additionally, while distillation versions are common for

existing mainstream diffusion models within the commu-

nity, additional resources are required to obtain the distilled

version for other models.
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As an AI visual assessment assistant, given a specific prompt: “A painting 
depicting a foothpath at Indian summer with an epic evening sky at sunset and 
low thunder clouds.”, you are analyzing two images synthesized based on the 
prompt. You need to judge which image’s overall performance is better, it 
needs to be evaluated from two aspects: whether the image truly reflects the 
content of the prompt, and the overall visual quality of the image.

Please reply to me strictly according to the following format: (The first one is 
better) or (The second one is better). The reason is (give your detailed reasons 
here).

(The second one is better). The reason is that the second image more closely 
aligns with the prompt, which describes “a painting depicting a footpath at 
Indian summer with an epic evening sky at sunset and low thunder clouds.” 
The second image captures this description effectively by showcasing a vivid 
footpath that leads the viewer’s eye through a detailed landscape under a 
dramatic evening sky filled with low hanging thunder clouds, enhancing the 
overall epic feel. The lighting and coloration are rich and evoke a strong 
sense of sunset, complemented by the detailed depiction of the landscape and 
sky.

The first image, while also depicting a sunset and a path, lacks the same 
level of detail and depth in the landscape and clouds. The sky, although 
colorful, does not exhibit the same dramatic quality of low thunder clouds as 
effectively as the second image. The overall visual quality of the second 
image, including its composition, color balance, and the way it captures the 
light, makes it superior in reflecting the content of the prompt and in artistic 
execution.

As an AI visual assessment assistant, given a specific prompt: “Very ornate 
bedroom with a chandelier over the bed.”, you are analyzing two images 
synthesized based on the prompt. You need to judge which image's overall 
performance is better, it needs to be evaluated from two aspects: whether the 
image truly reflects the content of the prompt, and the overall visual quality 
of the image.

Please reply to me strictly according to the following format: (The first one is 
better) or (The second one is better). The reason is (give your detailed reasons 
here).

(The first one is better). The reason is that the first image more accurately 
captures the essence of the prompt “Very ornate bedroom with a chandelier 
over the bed.” The chandelier in the first image is prominently placed 
directly over the bed, aligning perfectly with the description provided. 
Additionally, the visual quality of the first image is superior, displaying 
richer color depth, more detail in the furnishings and decor, and a balanced 
composition that enhances the ornate style expected from the prompt. The 
second image, while also ornate and featuring a chandelier, places the 
chandelier slightly off-center from the bed and has a slightly less cohesive 
color scheme and lighting, which affects its visual appeal and adherence to 
the prompt.

Figure 1. Illustration of the AI preference study. We supplement

subjective evaluation with the MLLM-assisted assessment.

text-to-image synthesis. arXiv preprint arXiv:2306.09341,

2023. 1

[11] Xiaoshi Wu, Yiming Hao, Manyuan Zhang, Keqiang Sun,

Zhaoyang Huang, Guanglu Song, Yu Liu, and Hongsheng Li.

Deep reward supervisions for tuning text-to-image diffusion

models. In ECCV, 2024. 1, 3



Prompt: “A capybara wearing sunglasses.”

Prompt: “Aminimalistic fisherman in geometric design with isometric mountains and forest in the background and flying fish and a moon
on top.”

Prompt: “Front facing symmetrical portrait of Imogen Poots as a D&D Paladin character avatar with Arcane League of Legends concept art
style and global illumination lighting.”

Figure 2. Qualitative comparison with results reported in [11]. Our method achieves high-quality results.



“A motorcycle that is 
sitting in the dirt.”

“A painting depicting a 
snowy winter scene 

featuring a river, a small 
house on a hill, and a 
dreamy cloudy sky.”

“Close-up view of 
ancient Greek ruins set 

against a colourful, starry 
night sky creating a 

mystical atmosphere.”

“A planisphere lavalamp
glows inside a glass jar 

buried in sand with 
swirling mist around it.”

“A motorcycle that is 
sitting in the dirt.”

“A painting depicting a 
snowy winter scene 

featuring a river, a small 
house on a hill, and a 
dreamy cloudy sky.”

“Close-up view of 
ancient Greek ruins set 

against a colourful, starry 
night sky creating a 

mystical atmosphere.”

“A planisphere lavalamp
glows inside a glass jar 

buried in sand with 
swirling mist around it.”

Figure 3. Visual results for scaling LoRA parameters. Top: HPS v2; bottom: PickScore.



“A motorcycle that is 
sitting in the dirt.”

“A painting depicting a 
snowy winter scene 

featuring a river, a small 
house on a hill, and a 
dreamy cloudy sky.”

“Close-up view of 
ancient Greek ruins set 

against a colourful, starry 
night sky creating a 

mystical atmosphere.”

“A planisphere lavalamp
glows inside a glass jar 

buried in sand with 
swirling mist around it.”

“The image is of a 
raccoon wearing a Peaky 
Blinders hat, surrounded 

by swirling mist and 
rendered with fine detail.”

“Gnomes are playing 
music during 

Independence Day 
festivities in a forest near 

Lake George.”

“A woman wearing a 
bridal veil and suitcase 
poses with a man in a 

yellow tie.”

Figure 4. Visual results using linear combinations of LoRA parameters adapted for different rewards. Interpolating between LoRA weights

allows for smooth transitions between different styles.



“A portrait painting of 
Batman on Artstation.”

“A blue vase filled with 
yellow flowers on a 

window sill.”

“A cute anime schoolgirl 
with a sad face submerged 

in dark pink and blue water, 
portrayed in an oil painting 

style.”

“A cute rainbow kitten with 
different colored eyes in the 
chibi-style of Studio Ghibli
is featured on a postcard.”

“A full body character of a 
mouse technomage in 

cyberpunk armor with a 
neon background, painted 

by jorsch.”

“A green Gundam in an 
action pose that resembles 

Shrek.”

“A hybrid creature concept 
painting of a zebra-striped 
unicorn with bunny ears 

and a colorful mane.”

“A jellyfish sleeping in a 
space station pod.”

“A man watches an old TV 
while toxic slime and debris 

pour from the cracked 
steampunk ceiling into a 
glowing, neon-lit room.”

“A painting depicting a 
snowy winter scene 

featuring a river, a small 
house on a hill, and a 
dreamy cloudy sky.”

“A painting of a koala 
wearing a princess dress 

and crown, with a confetti 
background.”

“A polar expedition 
unloads from a ship in the 
19th century in an intricate 

and elegant fantasy 
illustration.”

“A portrait of Frank Zappa 
smoking, with vivid neon 
colors, by various artists.”

“A steampunk pocketwatch
owl is trapped inside a glass 

jar buried in sand, 
surrounded by an hourglass 

and swirling mist.”

“A town of pod homes 
integrated in a forest area 

with water and trees, 
depicted in a detailed 
watercolor by Lurid.”

“A white Persian cat 
wearing a peacock feather 
headdress and surrounded 
by flowers, in a magical 

realism painting.”

“an empty bench next to a 
busy street.”

“Groot depicted as a 
flower.”

“The image depicts a Studio 
Ghibli-style painting of a 

colossal, ancient ruin with a 
road winding through the 

forest, overlooking a sunrise 
above the cloudy sea.”

“Portrait of anime girl in 
mechanic armor in night 

Tokyo.”

“Portrait of a Victorian 
gentleman standing on a 
balcony, richly detailed 
color illustration with 
cinematic lighting.”

Figure 5. More results synthesized by our proposed SHORTFT using HPS v2. After training, LoRA weights are scaled down by a

factor of 0.75 to reduce reward overfitting.



“A black and white drawing 
of a road splitting the ocean 

leading to a giant eyeball 
looking at clouds in the 

distance.”

“A cat in a tutu dancing to 
Swan Lake.”

“A clock tower with lighted 
clock faces, against a 

twilight sky.”

“A cute little 
anthropomorphic Tropical 
fish knight wearing a cape 
and a crown in short, pale 

blue armor.”

“A painting of the TV 
tower by Zaha Hadid.”

“A small green dinosaur toy 
with orange spots standing 
on its hind legs and roaring 

with its mouth open.”

“A white polar bear cub 
wearing sunglasses sits in a 

meadow with flowers.”

“A man stands in front of a 
bus and a car that have 

collided.”

“A motorcycle that is 
sitting in the dirt.”

“Album art of a hand 
holding a balloon emerging 
from the water against a red 

sky.”

“A ginger haired mouse 
mechanic in blue overalls in 

a cyberpunk scene with 
neon slums in the 

background.”

“An image depicting a fantasy 
architectural concept with 

dramatic and cinematic 
touches through environmental 
concept art and an infographic-

like display of marginalia.”

“There is a man and woman 
posing together  in a 

restaurant”

“The image is of an 
anthropomorphic orange 
walking on a sidewalk.”

“A magical hand reaching 
up on a dark-violet 

background, depicted 
through a digital painting.”

“A pocketwatch hangs from 
a steam punk hot air 

balloon amidst a swirling 
mist.”

“Digital painting of a lush 
natural scene on an alien 

planet with colourful, weird 
vegetation, cliffs, and water 

by Gerald Brom.”

“A portrait painting of a 
male deer in a suit sitting 

on a sofa near a window by 
John Singer Sargent.”

“A key visual of a young 
female swat officer with a 
neon futuristic gas mask in 

a cyberpunk setting.”

“a shiny metallic 
renaissance steampunk 

robot in the style of Jan van 
Eyck.”

“Interior of a cathedral with 
a koi pond and surrounding 

greenery.”

Figure 6. More results synthesized by our proposed SHORTFT using PickScore. After training, LoRA weights are scaled down by a

factor of 0.75 to reduce reward overfitting.


