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1. Changes in Layer Precision During Training
Fig. 1 illustrates how Omega values and bit precision
change across layers during the training process of ResNet-
20. Our Hessian Aware Aggressive Pruning method dynam-
ically assigns prune bits as either 1-bit or 2-bit based on
Omega values, enabling efficient bit reduction while main-
taining model performance.

In the first pruning step Fig. 1a, Hessian Aware Aggres-
sive Pruning is not yet applied, so all layers retain a prune
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(a) First Pruning Step (Compression Rate: 4.54x)
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(b) Second Pruning Step (Compression Rate: 5.63x)
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(c) Third Pruning Step (Compression Rate: 7.20x)
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(d) Fourth Pruning Step (Compression Rate: 10.30x)
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(e) Last Pruning Step (Compression Rate: 17.11x)

Figure 1. Changes in Layer Precision and Omega During Training
on ResNet-20

bit of 1. After pruning occurs, the Hessian is calculated, and
prune bits are dynamically reassigned as either 1-bit or 2-bit
depending on Omega values.

As training progresses to the second pruning step
(Fig. 1b), pruning occurs across most layers. However, as
observed in Fig. 1a and Fig. 1b, layers that were assigned a
prune bit of 2 in the first step undergo a rapid reduction in
bit precision. For example, Layer index 11 is reduced from
7-bit to 5-bit, whereas Layer index 13 decreases from 7-bit
to 6-bit.

This iterative pruning step continues, progressively re-
fining bit precision across layers. Ultimately, the model
achieves a compression rate of 17.11×, as depicted in
Fig. 1e.
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(a) ResNet-18
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(b) ResNet-50

Figure 2. Final bit schemes of ResNet-18 and ResNet-50 after 100
epochs of training with MSQ.

(a) DeiT-T

(b) DeiT-S

Figure 3. Final bit schemes of DeiT-T and DeiT-S after fine-tuning
with MSQ. The FC layers are colored in pink.

2. Final Bit Schemes
The final bit schemes for ResNet-18, ResNet-50, and ViT
models, which were not included in the main text, are pro-
vided in this section. Fig. 2 presents the bit schemes for
ResNet-18 and ResNet-50. Specifically, Fig. 2a achieves
a compression ratio of 11.84×, whereas Fig. 2b achieves a
compression ratio of 10.89×. Fig. 3 presents the bit schemes
for DeiT-T and DeiT-S. Fig. 3a achieves a compression ratio
of 10.54×, whereas Fig. 3b achieves a compression ratio of
9.58×. Notably, the fully connected (FC) layers, which are
observed to be pruned more aggressively.

3. Additional Experiments on ViT
To further validate the scalability of our method on larger
transformer-based models, we conduct supplementary ex-
periments on ViT-Base-Patch16-224. While the main pa-
per presents results on compact vision transformers such as

Table 1. Evaluation on ViT-Base-Patch16-224 using CIFAR-100.

Method W-Bits Comp(×) Acc(%)

FP 32 1.00 92.06
DoReFa 4 8.00 90.20
MSQ MP 9.14 91.45

Hyperparameters

Epochs 50
λ 5e−5
I 5
α 0.3

DeiT-T, DeiT-S, and Swin-T, as shown in evaluate on a sub-
stantially larger Table 1 architecture with 86.6M parame-
ters.

4. Hyperparameter Details
The main hyperparameters of MSQ include λ, which con-
trols the L1 regularization strength, α, the pruning thresh-
old that determines pruning decisions based on each layer’s
LSB non-zero rate, and I , the pruning interval. The pruning
interval I is crucial for guiding LSB sparsification and facil-
itating accuracy recovery after pruning. Our experimental
settings can be found in Table 2.

Reducing λ decreases the regularization strength on
LSBs, leading to less sparsity. Conversely, increasing λ
strengthens the regularization effect, deriving higher spar-
sity as depicted on Fig. 4. However, setting λ too high may
cause excessive LSB regularization, potentially degrading
accuracy. Thus, it is essential to carefully tune λ and the
pruning threshold α to balance sparsity and accuracy effec-
tively.

Table 2. Hyperparameter settings for pruning on our experiments.
λ represents the L1 regularization strength, α determines the prun-
ing decision based on each layer’s non-zero rate, and I denotes the
pruning interval.

Network λ α I

ResNet-20 5e-5 0.3 20
ResNet-18 5e-5 0.3 10
ResNet-50 5e-5 0.3 10
DeiT-T 8e-6 0.35 5
DeiT-S 5e-6 0.35 8
Swin-T 5e-6 0.35 8
MobileNetV3-Large 5e-5 0.3 5
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Figure 4. Comparison of λ = 5e−5 and λ = 1e−4. The LSB
non-zero rate is relatively smaller when λ = 1e−4.
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