Appendix

The supplementary material provides additional information:

¢ Sec. A: More implementation details, including dataset
filtering, and FlowTok training hyperparameters.

¢ Sec. B: Additional qualitative text-to-image and image-to-
text generation samples produced by FlowTok.

e Sec. C: Discussions on limitations and future work of
FlowTok.

A. More Implementation Details

model dataset filtering
resolution aesthetic watermark
Text Decoder COCO [12]
Image Tokenizer DataComp [10] v

DataComp [10] v v (5.0) v

FlowTok: pre-training CCI2M [6] v v (5.0 v
LAION-aesthetic [1] v v

DataCompT [10] v/ 7/ (6.0) v/

LAION-art! [3] v v

FlowTok: fine-tuning | LAION-pop! [4] v v

DALLE3-1M [8]
JourneyDB [14]

Table 1. Training Data Details. The filtering criteria applied in-
clude resolution (aspect ratio < 2 and longer side > 256), aesthetic
score (predicted score exceeding the specified value in parenthe-
ses), and watermark detection (removal of images predicted to
contain watermarks). T: We use the re-captioned version released
by MaskGen [11], which contains improved captions.

Dataset Filtering. In line with previous works [11], we
apply three filtering criteria to curate open data for training
the image tokenizer and FlowTok: resolution, aesthetic qual-
ity, and watermark filtering. The COCO [7, 12] dataset is
used directly to train the text decoder without any filtering.
Details of the applied filtering criteria are shown in Tab. 1.
Specifically, resolution filtering is applied during the train-
ing of the image tokenizer and for text-to-image generation.
This ensures that the longer side of each image is at least 256
pixels and the aspect ratio is below 2. For text-to-image train-
ing, we further apply aesthetic filtering using the LAION-
aesthetic-v2 predictor [2] to retain only high-quality images.
Images with aesthetic scores above 5.0 are retained during
the pre-training stage, while a stricter threshold of 6.0 is used
during fine-tuning to ensure even higher image quality.
Additionally, watermark filtering is implemented for
FlowTok’s text-to-image generation by using the LAION-
WatermarkDetector [5], removing images with watermark
probabilities exceeding 0.5. Synthetic datasets such as Jour-
neyDB [14] and DALLE3-1M [8] are exempt from these
filtering steps, as they inherently meet our high resolution
and quality standards.
Training Hyper-parameters. Tab. 2 provides the complete
list of hyper-parameters used for training FlowTok.

hyper-parmeters | pre-training fine-tuning
optimizer AdamW  AdamW
optimizer-/31 0.9 0.9
optimizer-3 0.95 0.95
weight decay 0.03 0.03

Ir 0.0004 0.0002
Ir scheduling constant  constant
Ir warmup steps 10K 0
batch size 4096 4096
training steps 250K 150k

Table 2. Training Hyper-parameters for FlowTok.

B. Qualitative Examples of FlowTok

Additional Generation Results. Fig. |, Fig. 2, and Fig. 3
present additional text-to-image generation results produced
by FlowTok, demonstrating its ability to generate diverse,
high-fidelity images. Meanwhile, Fig. 4 displays the image-
to-text generation results, showcasing FlowTok’s capability
to produce accurate and descriptive captions.

C. Limitations and Future Work

The primary limitation of FlowTok arises during text-to-
image generation. To match the compact dimensionality of
image latents (e.g., 16), FlowTok projects CLIP text embed-
dings into the same low-dimensional latent space. While
the text alignment loss helps preserve semantic information,
some degree of information loss is inevitable during this pro-
jection. Consequently, the alignment between text and gen-
erated images may be weaker compared to state-of-the-art
models employing cross-attention mechanisms. To address
this, one potential solution is to introduce a stronger align-
ment loss that better retains textual semantics. A more funda-
mental approach, however, involves increasing the channel
dimensionality of image latents by aligning them with vision
foundation models [13] during image tokenizer training, as
suggested by VA-VAE [15]. This strategy aims to identify an
optimal channel dimension for both image and text tokens,
achieving a balance between preserving semantic informa-
tion and maintaining efficiency in training and inference.

Additionally, FlowTok currently utilizes only the vanilla
flow matching technique to validate the framework’s effec-
tiveness. However, many recent advancements in flow match-
ing, such as logit-normal sampling [9], have not yet been
explored in our model. Incorporating these techniques could
accelerate convergence and enhance performance.

Finally, FlowTok serves as a starting point for exploring
efficient direct evolution between text and image modalities.
In the future, we aim to extend to a more general framework
that can accommodate a broader range of modalities, sup-
porting additional tasks under the same unified formulation.



Figure 2. Text-to-Image Generation Results by FlowTok. FlowTok generates diverse, high-fidelity images.
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Figure 4. Image-to-Text Generation Results by FlowTok. FlowTok generates precise captions.
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