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A. Additional Experimental Results
A.1. Speed comparisons with MAR and MaskGIT
A speed comparison between NAR, MAR and MaskGIT is presented in Table A. Each method’s default step setting is used.

Table A. Speed comparisons with MAR and MaskGIT. Latency is measured with a batch size of 8.

Model Steps Params Latency
MaskGIT 8 174M 1.36s
MAR-B 64 208M 19.9s
NAR-M 31 290M 0.33s

A.2. Benchmarking against LlamaGen with learning rate decay
As shown in Table B, NAR outperforms LlamaGen with the same learning rate scheduler.

Table B. Performance of LlamaGen with learning rate decay.

Model FID IS
LlamaGen-B 4.92 206.8
LlamaGen-L 3.31 258.1

NAR-B 4.65 212.3
NAR-L 3.06 263.9

A.3. Comparison with Lformer
While NAR and Lformer [2] share similarities in generation order, they differ fundamentally in the technical design. First,
NAR proposes the concept of neighboring autoregressive modeling, which enforces a strict neighboring constraint: newly
generated tokens have a Manhattan distance of 1 to the tokens generated in the previous step. This constraint is absent in
Lformer, which does not explicitly incorporate neighboring relationships. Second, NAR innovates with dimension-oriented
decoding heads and mixed logits sampling, which aligns precisely with next-neighbor prediction and enables seamless exten-
sion to video generation, which is also absent and a non-trivial adaptation for Lformer. Finally, NAR demonstrates superior
performance to Lformer, as shown in Table C.

Table C. Performance comparison on MMCelebA-HQ.

Model Params FID↓
Lformer-E 1B 18.60

NAR-B 130M 14.66

B. Discussion on the conditional independence
As noted in [1], conditional independence leads to inconsistent output in parallel decoding. We demonstrate that our proposed
mixed logits sampling strategy can mitigate this issue. To illustrate, consider the toy example in Figure 4 of the paper. Let
M denote the Transformer backbone, Hh the horizontal head, and Hv the vertical head. The final logits for token x2,1 are
computed as Hh(M(x1,1))+Hv(M(x1,0))

2 , while the logits for x2,0 are given by Hh(M(x1,0)). Assuming M(x1,0) follows a
multivariate normal distribution, Hv(M(x1,0)) and Hh(M(x1,0)) are conditionally independent only if HT

v Hh = 0. Note
that this condition is overly restrictive and our empirical results show that our trained models do not satisfy this, which
justifies the effectiveness of our mixed logits sampling strategy in mitigating conditional independence.



C. More Visualizations

Figure A. Video generation samples on UCF-101 dataset. Each row shows sampled frames from a 16-frame, 128 × 128 resolution
sequence generated by NAR-XL across various action categories.



class id 980, volcano class id 387, lesser panda

class id 985, daisy class id 974, geyser

class id 979, valley class id 2, great white shark

class id 973, coral reefclass id 284, siamese cat

Figure B. Class-conditional image generation samples produced by NAR-XXL on ImageNet 256× 256.



class id 90, lorikeet class id 250, Siberian husky

class id 933, cheeseburger class id 928, ice cream

class id 562, fountain class id 972, cliff

class id 780, schooner class id 437, beacon

Figure C. Class-conditional image generation samples produced by NAR-XXL on ImageNet 256× 256.



LlamaGen (256 steps) NAR (31 steps)

Prompt: a big purple bus parked in a parking spot. Prompt: A snowy scene of trees and a road.

LlamaGen (256 steps) NAR (31 steps)

Prompt: A mountain lake at sunrise, with mist rising 
off, and snow-capped peaks in the background. Prompt: A large pizza is in a cardboard box.

Prompt: A bare kitchen has wood cabinets and 
white appliances.

Prompt: A magical fairy tale castle on a hilltop 
surrounded by a mystical forest.

Prompt: A cozy cabin nestled in a snowy forest 
with smoke rising from the chimney.

Prompt: A bustling downtown street in Tokyo at 
night, with neon signs, sidewalks, and skyscrapers.

Figure D. 256×256 text-guided image generation samples produced by LlamaGen-XL-Stage1 with next-token prediction paradigm and
NAR-XL-Stage1 with next-neighbor prediction paradigm.



LlamaGen (1024 steps) NAR (63 steps)

Prompt: A crowd of people watching fireworks by a 
park.

Prompt: A steam locomotive speeding through a 
desert.

LlamaGen (1024 steps) NAR (63 steps)

Prompt: A cityscape at night with a full moon. Prompt: A wood cabin with a fire pit in front of it.

Prompt: a thumbnail image of a person skiing. Prompt: a sketch of a skyscraper.

Prompt: a small house on a mountain top. Prompt: a long-island ice tea cocktail.

Figure E. 512× 512 text-guided image generation samples produced by LlamaGen-XL-Stage2 with next-token prediction paradigm and
NAR-XL-Stage2 with next-neighbor prediction paradigm. The text prompts are sampled from Parti prompts.
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