
SparseFlex: High-Resolution and Arbitrary-Topology 3D Shape Modeling

Supplementary Material

A. VAE Training Losses
For training our SparseFlex VAE, we use the losses described
below:

L = λ1Lrender + λ2Lprune + λ3LKL + λ4Lflex, (1)

where λ1 = 1.0, λ2 = 0.2, λ3 = 0.001, and λ4 = 1.0.
We use Lrender to supervise the rendered depth maps, nor-

mal maps and mask maps, which is defined as:

Lrender = λdLd + λnLn + λmLm + λssLss + λlpLlp, (2)

where λd = 10.0, λn = 4.0, λm = 1.0, λss = λlp = 0.5.
Lss and Llp denote SSIM loss and LPIPS loss, and are only
applied on normal maps. L1 supervision is applied for the
rest of losses.

For the structure loss Lprune, we use it after two upsampled
blocks, which leads to cross-level self-pruning operations,
enhancing more accurate reconstruction results for local
details.

Figure 1. Examples with inconsistent normal orientations in the
large-scale dataset.

B. Degradation in Watertight Conversion
Approaches based on SDF/occupancy field often require a
time-consuming watertight conversion for constructing 3D
ground-truth supervision. Most extract the double-side mesh
from the UDF field computed from ground-truth mesh, re-
taining the maximum connected component [3] or removing
the interior by calculating visibility [4]. This watertight con-
version pipeline requires applying Marching Cubes [2] to
extract the surface with a small iso-value, which introduces
further inaccuracies and artifacts. Furthermore, the dilation

Figure 2. Comparison of mesh processed with watertight con-
version (right) and raw mesh (left).

Figure 3. Effects of self-pruning for open surface shapes. It
exhibits noticeable jagged artifacts without applying self-pruning
in upsampling module.

introduced by Marching Cubes applied to UDF makes it
challenging to preserve the sharp features of raw data. Fig. 2
demonstrates the comparison between the mesh converted
by code scripts from Dora [1] and raw mesh, it exhibits
significant degradation of details in watertight mesh (right).

C. Self-Pruning for Open Surface

After dense upsampling, voxels near the open boundaries
are often redundant and cause noticeable jagged artifacts
for the open surface, leading to degraded perceptual qual-
ity. In that case, we incorporate self-pruning for SparseFlex
VAE. Figure 3 shows the comparisons with and without



the apply self-pruning. The visualization demonstrates that
self-pruning effectively reduces the artifacts around open
boundaries.
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