
Appendix
A. Face Structure Scale
As illustrated in Table 4 of the main paper, the introduction
of the face structure branch has indeed enhanced ID simi-
larity. However, it has also compromised some aspects of
prompt consistency. In practical implementation, a scaling
factor ω (see Fig. I(a)) can be incorporated to modulate the
intensity of the face structure branch, thereby enabling a
flexible trade-off between face similarity and prompt con-
sistency. Fig. II provides a visualization of the impact of
different ω values on the generated outcomes. As expected,
a larger ω value leads to increased facial shape and texture
fidelity (attributed to the detailed spatial information in the
face structure branch), but also results in decreased facial
editability (e.g., expression editing, due to the insufficient
disentanglement of face structure features). Empirically, a
lower ω value (e.g., 0.1) can be selected to achieve a balance
between prompt consistency and ID alignment.
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Figure I. Illustrations of (a) face structure scale ω and (b)
single-ID multi-reference embedding in the inference phrase.

Number of reference images Face Sim.
→ (%)

CLIP-T
→ (%) FID ↑ LAION-

Aes →
1 55.5 26.1 123.4 6.42
2 58.5 26.1 122.8 6.41
4 61.2 25.9 124.7 6.44

Table I. Performance of using multi-reference images.

B. Single-ID Multi-Reference Embedding
Owing to the scalability of the designed architecture, our
ID embedding module can be seamlessly adapted to cater
to the context of embedding multiple references for a single
ID. We only need to extract the intrinsic ID features Fr(j)

and face structure features Fs(j) for each reference (j is the
reference index) and concatenate them as the new intrinsic
ID and face structure features, as shown in Fig. I(b).

Table I provides a quantitative assessment of the advan-
tages of using multi-reference images. Here, we continue
to use the 15 IDs described in Sec. 4.2 for evaluation, but
instead of using the same reference image to compute face
similarity, we use a different image of the same ID as the tar-
get. The findings demonstrate that multi-reference images
can improve ID similarity without compromising prompt
consistency, FID, and aesthetic scores.

C. Visualization of Multi-ID Routing Map
Fig. IV and Fig. V display the routing map of each cross-
attention layer of the U-Net under different diffusion steps.
It is observed that, with the utilization of routing regulariza-
tion loss, the ID router can discern different IDs at earlier
time steps and in a more pronounced manner, particularly
within the cross-attention layers of the U-Net’s decoder.

Figure II. The effect of the face structure scale.



(a)  ID interpolation, with the text prompt “A face.” and ID embedding interpolation coefficient !. "!" = !"!"($) + (1 − !)"!"(&)
ID1 ! = 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0.0 ID2

“Battle over the last pancake.” “Navigate school halls in panic.” “Laughing under pouring rain.” “Sit together at the desk, brows 
furrowed in concentration.”

“Chase fireflies, faces illuminated 
by jarred stars.”

“Sleep quietly on the bed.”

“Childhood Glee, instant friends.” “Teenage rivalry, swords clash.” “Young love blossoms, shy smiles.” “Battle worn comrades, fierce looks.” “Midlife reflection, quiet tea 
house.”

“Serenity in age, lifetime of love.”

(b)  Story generation, with the style LoRA “disney-pixar-cartoon-typeb” (the first row) and “chosen-chinese-stylensfw-hentai” (the second row) from the community

Figure III. More applications of UniPortrait.

Model / LoRA URL
Realistic Vision
V4.0

https://huggingface.co/SG161222/Realistic Vision V4.0 noVAE

ToonYou https://civitai.com/models/30240/toonyou
disney-pixar-
cartoon-typeb

https://civitai.com/models/75650/disney-pixar-cartoon-typeb

chosen-chinese-
stylensfw-hentai

https://civitai.com/models/95643/chosen-chinese-stylensfw-
hentai

Table II. URLs of the used models and LoRAs in this paper.

D. More Applications

In Fig. III(a), we investigate the UniPortrait’s capacity for
identity interpolation among different characters. We ex-
tract the ID embedding Fid

(n) for each identity (n is the
identity index) and perform linear interpolation on them
to achieve ID interpolation. The results demonstrate that
UniPortrait can create a meaningful semantic transition be-
tween different IDs, or even different states of the same ID.

In Fig. III(b), we demonstrate the potential of UniPortrait
to generate stories with consistent IDs.

E. More Example Generations

Fig. VI-IX present more personalized human image re-
sults of UniPortrait, demonstrating the outstanding perfor-
mance of our approach in single- and multi-ID customiza-
tion again.

F. Open-Sourced Text-to-Image Models

Table II shows the URLs of the utilized open-sourced text-
to-image models and LoRAs in this paper.

IP-
Adapter

Fast-
Composer

Uni-
Portrait

Photo-
Maker

Instant-
ID

Fast-
Composer

Uni-
Portrait

Face Sim. → (%) 72.0 62.6 78.6 54.9 83.6 49.7 77.3
CLIP-T → (%) 24.2 24.2 25.8 26.1 23.5 25.9 26.3
LAION-Aes → 6.11 6.02 6.26 5.86 5.95 5.74 5.86

Table III. Quantitative results on FFHQ. The last two columns
display results for multi-ID personalizations, while the remaining
columns show those for single-ID personalizations.

Number of IDs 0 1 2 3 4
Speed (s) (512↓512) 1.780 1.940 2.179 2.323 2.386

Table IV. Generation speed. We test the model generation speed
(including ID embedder and router) on a V100 card with a 20-step
DDIM sampling.

G. Quantitative Results on FFHQ
We replace 15 CelebA test IDs in our test set with 15 ran-
domly selected FFHQ IDs and report the results in Ta-
ble III. The conclusions on FFHQ are consistent with those
on CelebA.

H. Generation Speed
Table IV presents our model’s generation speed under dif-
ferent numbers of input IDs. Each additional ID adds 16
tokens of cross-attention computation to the original diffu-
sion model. Overall, the additional computational load for
our ID personalization method is not significant.

I. Example Face Image Source
Most of the example face images used in this paper come
from the Pexels, Unsplash, Pixabay, and Wikipedia web-
sites. We thank the owners of these images for sharing their
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Figure IV. Visualization of the routing map within each cross-attention layer of the U-Net without the routing regularization loss.
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Figure V. Visualization of the routing map within each cross-attention layer of the U-Net with the routing regularization loss.

valuable assets. We also thank the StyleGAN2 authors for
sharing their high-quality synthesized face images, which
constitute another important part of the example ID images
we used.

J. Ethics Considerations
The utilization of human image personalization technolo-
gies presents potential social risks, with the misuse of such

technologies for deepfakes being a significant concern. In
order to address these risks, the implementation of ethical
guidelines and responsible usage practices is imperative.
At present, the synthesized outcomes display certain visual
anomalies that may facilitate the identification of deepfakes.



Figure VI. Text-to-single-ID personalization examples.



Figure VII. Text-to-single-ID personalization examples.



Figure VIII. Text-to-multi-ID personalization examples.



Figure IX. Text-to-multi-ID personalization examples.
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