
1. Appendix

1.1. Detail process of SAA
A diagram of the process of SAA in multi-ID personaliza-
tion is provided in Fig. 1.

1.2. VariFace-10k dataset details
The training of our IMR necessitates a comprehensive per-
sonalized dataset, where each identity is characterized by a
diverse collection of facial images exhibiting a wide spec-
trum of expressions, orientations, and other attributes, com-
plemented by corresponding textual prompts. This com-
prehensive dataset is crucial for advancing the model’s un-
derstanding of the disentanglement and entanglement be-
tween identity and motion features within the feature space.
However, currently, available high-quality facial datasets,
including FFHQ [5], SFHQ [1], and CelebA [6], demon-
strate significant limitations in terms of intra-individual im-
age diversity, typically constrained to a narrow range of ex-
pressions (predominantly neutral and happy) and even rep-
resenting individuals with only a single image. To over-
come these limitations, we have developed the VariFace-
10k dataset, which contains 35 distinct facial images per in-
dividual, each exhibiting substantial variations across mul-
tiple dimensions. This dataset serves as a fundamental re-
source for training our IMR and addresses the existing gap
in personalized dataset availability. Our dataset construc-
tion process involved initially curating high-quality facial
images from the FFHQ dataset, subsequently augmenting
this collection with additional high-quality images sourced
from the internet and further expanding the dataset through
GAN-based generation of supplementary high-quality fa-
cial images. All images were standardized through uni-
form cropping to 512x512 resolution, resulting in a founda-
tional set of 10k distinct facial images. Building upon this
foundation, we employed the Face-Adapter [4] to perform
face reenactment using images from the KDEF dataset as
driving images, ultimately generating an extensive collec-
tion of 350k facial images comprising 10k unique identities,
each represented by 35 distinct facial attributes. Recogniz-
ing the potential for facial distortion in generating profile
views from frontal images, we processed each set of 35 im-
ages per individual through the IP-Adapter-FaceID-Portrait
model [8] to regenerate 35 refined images. Finally, we im-
plemented [3] for landmark generation and utilized [2] to
provide detailed, fine-grained textual prompts for each fa-
cial image in our dataset.

1.3. More evaluation details
For quantitative analysis, we randomly selected 500 iden-
tities from the CelebA dataset to construct our test set, ad-
hering to the methodology outlined in [7]. We employed 20
prompts encompassing various accessories, clothing, back-

grounds, actions, and styles. Table 2 provides the com-
plete list of prompts. Each base prompt was systematically
augmented through the injection of supplementary facial at-
tributes, including seven distinct facial expressions (neutral,
happy, angry, disgusted, surprised, sad, afraid) and four ori-
entation descriptors (front view, side view, facing up, facing
down). Single-ID prompts are structured as: a person with
a happy expression in a side view, wearing headphones.
Multi-ID prompts are: The person on the left has a neu-
tral expression in a side view, and the person on the right
has a sad expression in a front view, both wearing head-
phones. For the Pose metric, if the source prompt includes
”facing up” or ”facing down,” we utilize the pitch angle with
a threshold of 10 degrees to categorize the images into ’up,’
’down,’ or ’front’ classes. Conversely, if the source prompt
contains ”in front view” or ”in side view,” we employ the
yaw angle with a threshold of 10 degrees to classify the im-
ages into ’side’ or ’front’ categories.

1.4. Detailed implementation of LDC term
The Latent Diffusion Consistency term can be more pre-
cisely expressed as:

||ϵθ(zt, t, ξpred, τ)− ϵθ(zt, t, ξtgt, τ)||22 (1)

where zt is derived from the target facial image, and τ is
the text embedding corresponding to the facial prompt as-
sociated with the target image. Within this framework, the
Latent Diffusion Consistency term ensures semantic equiv-
alence in the T2I model’s latent space, ensuring that the pre-
dicted features induce generative behaviors similar to those
of the target features.

1.5. More ablation
Effect of parameters α and β on multi-ID personalized
generation: We conducted an in-depth investigation into
the effects of parameters α and β on multi-ID personalized
generation, using the probability of detecting valid faces
across all target regions as the evaluation metric. As il-
lustrated in Fig. 2, the experimental results led us to select
α = 0.24 and β = 2 as the optimal values.

Effect of the two Terms in the IMR training stage: As
evidenced in Table 1, both the Direct Feature Matching term
and the Latent Diffusion Consistency term play pivotal roles
in attaining flexible facial editability while maintaining high
identity preservation. Our ablation study demonstrates that
the elimination of the Latent Diffusion Consistency term
substantially impairs facial editing capability, whereas the
removal of the Direct Feature Matching term significantly
compromises identity fidelity. These empirical findings un-
derscore the complementary nature and synergistic inter-
play of these two terms in achieving optimal performance
in the personalized generation.
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Figure 1. Detail process of SAA in multi-ID personalization.

Figure 2. Investigating the impact of varying hyperparameter val-
ues of α and β for multi-ID personalized generation, our experi-
mental results led us to select α = 0.24 and β = 2.

Method CLIP-T FaceSim Expr Pose

Ours w/o DFM 0.237 0.663 0.433 0.851
Ours w/o LDC 0.238 0.667 0.234 0.644
Ours 0.239 0.671 0.456 0.878

Table 1. The proposed Direct Feature Matching term and Latent
Diffusion Consistency term significantly enhance flexible facial
editability and maintain identity fidelity.

1.6. More Applications

We provide more applications of our DynamicID, encom-
passing context decoupling (Fig. 3), layout control (Fig. 4),
complex expression editing (Fig. 6), ID mixing (Fig. 5), and
transformation from non-photo-realistic domains to photo-
realistic ones (Fig. 7).

Category Prompt

Accessory wearing headphones
with long yellow hair

Clothing

wearing a spacesuit
in a chef outfit
in a doctor’s outfit
in a police outfit

Background

standing in front of a lake
in the mountains
on the street
in the snow
in the desert
on the sofa
on the beach

Action

reading books
walking on the road
playing the guitars
holding a bottle of red wine
eating lunch

Style a painting in the style of Ghibli anime
a painting in the style of watercolor

Table 2. Evaluation text prompts are categorized into Clothing,
Accessories, Background, Action, and Style, which will be incor-
porated as part of the final prompt.
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Figure 3. The application of context decoupling.
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Figure 4. The application of layout control.
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Figure 5. The application of ID mixing.
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Figure 6. The application of complex expression editing. Zoom in for a better view.
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Figure 7. The application of transformation from non-photo-realistic domains to photo-realistic ones.
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